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A STOCHASTIC MODEL FOR SIMULATING DAILY GROWING SEASON

WEATHER VARIABLES FOR INPUT INTO ECOLOGICAL MODELS!

PAUL V. DESANKER and DAVID D. REED?

ABSTRACT. A stochastic model is presented to generate daily
values of precipitation, solar radiation, maximum
temperature and minimum temperature. Precipitation is
modeled by a Markov chain-exponential model. Solar
radiation, maximum and minimum temperature are modeled using
a multivariate generating model conditioned on the wet or
dry state of the day and time period. The model is
formulated such that outputs can be used in simulation
exercises to test the effect of changing climatic conditions
on forest ecosystem processes.

Keywords: daily weather, ecological modeling, climate change

1.0 INTRODUCTION

The objective of this study is to
develop a model which can simulate daily
weather variables of a known dependency
structure for use in ecological models.

By controlling the properties of the daily
weather variables, scenarios of changing
climate can be implemented, and
information generated for use as input
into ecological models utilized in climate
change studies. Daily weather data are
frequently needed to calculate many
ecological processes like photosynthesis,
evapotranspiration, and respiration, or as
input parameters to models, for instance
growing degree days, soil moisture and
drought indices. The meteorological
variables needed most include air and soil
temperature, incoming solar radiation,
humidity, and precipitation for each site
of interest. The daily data are rarely
available for the particular site of
interest or only long term regional
averages may be available.

Presented at the 1991 Systems Analysis in Forest
Resources Symposium, Charleston, South Carolina,
March 3-7,1991.

The authors are Ph.D. Candidate and Professor
of Forest Biometrics, School of Forestry and Wood
Products, Michigan Technological University, 1409
Townsend Drive, Houghton, MI 49931, (U.S.A.).

In the past, on sites where daily
weather data were not measured directly,
data were extrapolated from routine
National Weather Stations (NWS) or
regional long term averages were used.

For example, Running et al.(1987)
extrapolate NWS data to adjacent
mountainous terrain. Their method relies
on the daily data for adjacent stations to
be complete for all variables of interest,
and of course, available to the user.

It is possible to collect daily data
over several years and carry out required
calculations over short time periods.
However, this becomes impractical over
longer periods, such as those required to
evaluate ecological processes. We
demonstrate how several years of
measurements and other available long term
data can be used to construct a stochastic
simulator for daily weather conditions.

The model that we implement simulates
daily values of maximum and minimum
temperature, precipitation and solar
radiation. The technique recognizes and
guarantees the observed serial and cross
correlation in and between the variables.
The model treats precipitation as the
primary variable and then conditions the
other variables for a given day on whether
the day was wet or dry.



2.0 DATA COLLECTION

This study was part of a larger project
that is attempting to determine the
effects of an imposed factor (in this case
electromagnetic fields), against a
background of natural variability in
climate and other factors (Mroz et al.
1990). Each of 3 sites located in the
Central Upper Peninsula of Michigan, was
equipped with an automated data collection
platform. These platforms monitor
precipitation, air and soil temperature,
relative humidity, and solar radiation.
Data were retrieved 8 times daily via the
National Earth Satellite System (NESS)
transmissions at three-hour intervals.
These data were processed to obtain
information such as maximum and minimum
daily air temperatures, total daily
precipitation and solar radiation, as well
as growing degree days on a 4.4 degree
Centigrade basis. Growing degree days
were calculated on a daily basis and
summed up for weekly or monthly totals.
Data collected this way over 5 growing
seasons (April to October,1985-1989) were
used in the present analysis. Nineteen
years of data on precipitation and
temperature from an adjacent NWS at
Crystal Falls as published monthly in
'NOAA Climatological Data for Michigan’,
were also used.

Two of the three sites are located in
the southwestern part of Marquette County,
at approximately 46°20’ N latitude and
88°10' W longitude. The third site is in
Iron County about 5 miles south of Crystal
Falls at approximately 46°l0’'N latitude and
88°30' W latitude. There are mno
outstanding topographic features close to
any of these sites.

3.0 DAILY WEATHER MODEL

The basic daily weather model
formulation follows the conceptual
relationships described by
Richardson(1981). The stochastic
relationships underlying the
meteorological processes of rain, maximum
and minimum temperature, and solar
radiation are developed as follows:

i. The processes are time depedendent
within each variate.
ii. The processes are interdependent
among themselves.
iii. The processes exhibit seasonal
oscillations for each

variable.

Temperature and radiation are more
likely to be below normal on rainy days
than on dry days. Maximum and minimum
temperature on any given day will be
related because of heat storage in the
soil and surrounding atmosphere. Maximum

temperature should be serially correlated
because of heat storage from one day to
the next.

Precipitation is modeled seperately
from the other variables. The full model
considers precipitation as the primary
variable and then conditions the other
three variables for a given day on whether
the day was wet or dry. We develop the
precipitation process first. 1In order to
account for seasonality, the year was
divided into l4-day periods with period 1
starting January lst of each year. We
assume the process is stationary over each
l4-day time period.

3.1 PRECIPITATION MODEL

The modeling of rainfall has a large
literature, reviewed by Waymire and

.Gupta(1981). Markov chains have been used

to model the sequence of wet and dry days,
and have been extended to allow for non-
stationarity by fitting seperate chains to
different periods of the year (e.g.
Dummont and Boyce, 1974), and by fitting
continuous curves to transition
probabilities (Woolhiser and Pegram,
1979). The orders of the Markov chains
and number of states used vary from study
to study. In this paper we use a two
state Markov chain and test first and
second order Markov chains. For the wet
days, the amount of precipitation has been
modeled using the exponential, gamma, and
mixed exponential distributions. We
tested the gamma, Weibull, and exponential
distributions for precipitation amounts.
We define a day to be wet if the amount of
precipitation is 0.01 inches or more.

3.1.1 Precipitation Occurrence

We consider a sequence S, of
observations x;,...,X, from a Markov chain,
each observation assuming one of two
states, and denoted by 1 if wet, or 0 if
dry. A Markov chain is said to be of
'order' k if the following equation
relating the conditional probabilities is
satisfied where k is the smallest integer
such that

P(X ! X g1 KXo oo} = PIX Xy Xpga v oo s Xpg)

¢9)

for all n.

In the above, k is assumed to be an
integer greater than zero. However, the
chain is said to be of order 0 if it is a
sequence of independent random variables.
We assume that the chain is ergodic so
that the final chain is stationary within
each period. A unique stationary
distribution, in which all probabilities
are non-zero, independent of the initial
conditions is assumed.




Estimation

Let X, = 1 if day t is wet, t=1,2,...,n
=0 1if day t is dry,

where n is number of days in a period, (14
here).

We will consider first- and second-
order Markov chains (everything follows
for higher order chains). The assumption
that X, forms a second-order Markov chain
is the assumption that in (1):

Px, = 11X g, X g1 Xpezs»») = Plx,=11X, ,,X%.,
t=1,2,...,n

(2)

and fitting the Markov chain involves
estimating for each time period, the 4
parameters:

Dpy = P(x,_.=1|xb-1=h,x.t,2=j) (3)
t=1,2,...,n; h,j=0,1

The numbers of transitions are sufficient
statistics for py; so the data may be
reduced to a 2 X 2 X 2 table (for each
period) with entries

Nyuy = Number of days with x, = 1, X,, = h,x
t=1,2,...,n; i,h,j=0,1
(4)
The obvious estimates of p,; are the
observed proportions:
Bry = Nypy / Nopy . h,J=0,1 (5)

where + indicates summation over the
subscript.

The log-likelihood is given by Stern and
Coe (1984) as

6
Log L =Y Nyy; 10g(pys+N,p,109 (1-py;) ] ®
h, 7

We determine the order of the chain from
the given observations, S. We apply an
approach introduced by Tong(1975) using
Akaike's Information Criterion
(Akaike,1974) as an objective procedure
for the determination of the order of an
ergodic Markov chain with a finite number
of states.

The Akaike Information Criterion (AIC) is

AIc(g) = -2 log L(y.,8,) + 2q €))

where q is the number of independent
parameters to be estimated, and L(y,ﬂq) is
the likelihood. The best model is the one
defined by the minimum AIC, termed the
Minimum AIC Estimate (MAICE). Tong(1975)
gives equivalent forms of the above risk
function, with the following as the most
convenient for the Markov chain problem:

. 8
AIC(q) = ,n, - 2(degrees of freedom)( )

where gn; is -2(the log-likelihood ratio
for the gq-th order chain to a true order
of L), see Tong(1975) for formulae, or
Chin(1977) for an alternative calculation.

The loss function, AIC(q) for orders
0,1 and 2 using equation 7 were evaluated
and MAICE was minimized for each growing
season l4-day time period (10-21) with g
equal to 1, implying a first order Markov
process.

3.1.2 Precipitation Amount

In describing rainfall amounts, some
authors have fitted Markov chains with
many states, each representing a range of
amounts (e.g. Khanal and Hamrick,1974;
Haan et al,1976). Others have modeled the
rainfall amounts on wet days separately.
The distribution of these amounts is
extremely skewed, with the smaller amounts
occurring much more frequently than the
larger amounts. Recall that a day was
classified as wet if rainfall was at least
0.01 inches. The highest amount of
rainfall in one day over the 19 years of
data at Crystal Falls was 3.84 inches.
This led us to use truncated forms of the
functions that we consider, with a lower
truncation point of 0.01, and an upper
truncation point at 4.0 inches.

We let Y(t) be the amount of precipitation
on day t of a given period. We assume the
Y(t)'s are independent random variables
with density function f(y), given for the
exponential as:

(Left and Right Truncated) Exponential:

- (1/2) expl-(y-t)/A]
£y 1 - expl-(T-¢t) /2] 9)

0<ESYyLT<, A>0

The first and second moments are given by:

- t-Texp[-(T-t) /4] 10
B = h e . 0




) (£2+2¢) —exp [~ (T-£) /A] (T2+2A
E[Y?] = 2A% + 1= expl-(T-6) /%)

(11

Log likelihood for n random variables is
given by:

log L = -nlogh-Y " y;/A+n-nlog(1l-exp[-(T-t)
(12)

The maximum likelihood estimate for A is
found by iteratively solving the following
equation:

1 (T-t)exp[-(T-t) /8] (13)
2:)’ ¥ (1 - exp[-(T-t) /M)

3.2 MAXIMUM TEMPERATURE, MINIMUM
TEMPERATURE, AND SOLAR RADIATION

Stochastic modeling of temperature and
solar radiation has not received as much
attention as rainfall modeling in the
literature. Examples of stochastic models
for weather variables are Joseph(l1973) for
temperature, Goh and Tan(1977) for solar
radiation, and Richardson(1981) for both.

The approach used here considers
maximum temperature, minimum temperature,
and solar radiation to be a continuous
multivariate stochastic process with the
daily means and standard deviations
conditioned on the wet or dry state of the
day (Richardson,1981). The time series
for each variable was reduced to a time
series of standardized residual elements
by removing periodic means and standard
deviations using the following equations:

X, (9) - X5(5)

for Y; =.0 (dry day
o3 (9) !

X;(j) =

(14).

or

(5 =X

xs(J) = LY T for ¥; = 1 {wet day
oy

s

where X,°(j)-bar and 0,°(j) are the mean
and standard deviation for a dry day
(Y;=0), those in equation 15 refer to a wet
day (Y; > 0), and x;(j) is the residual
component for variable j, for day i.

These elements were analyzed to determine
the time dependence (serial correlation)
within each series and cross correlation

4

between each pair of variables. Five
years of data were used for the study
sites. There were no solar radiation
measurements for the Crystal Falls NWS.
Ten years of temperature data were used
for Crystal Falls and the solar radiation
values from the study sites were also
applied to Crystal Falls.

3.2.1 Multivariate Generating Model

The model used for generating residual
series of maximum temperature, minimum
temperature, and solar radiation is the
weakly stationary generating process
suggested by Matalas(1967). The equation
is

x;(J) = Axy, + Bey(F) (16)

where x;(j) and ¥x;-1(j) are (3X1) matrices
for days i and i-1 whose elements are
residuals of maximum temperature (j=1),
minimum temperature (j=2), and solar
radiation (j=3); €;(j) is a (3X1) matrix of
independent random components that are
normally distributed with mean zero and
unit variance; A and B are (3X3) matrices
whose elements are defined such that the
sequences have the desired serial
correlation and cross-correlation
coefficients.

The element$ of the matrix A are given by

A= MMt a7

where M,"! is the inverse of M,. M, is the
variance-covariance matrix (lag 0
covariance matrix), is nonsingular and
therefore its inverse exists. M; is the
lag 1 covariance matrix. The matrix
elements of B are given by the solution of

BB, = M, - MMM (18)

The techniques of principal component
analysis may be used to solve for B in
(16), applied to M, - M;M"IM,T
(Matalas,1967). Alternatively, since BBy
is symmetric, we diagonalize it and find B
as P 'D, where P is an orthogal matrix of
the eigenvectors, and D is the diagonal
matrix with eigenvalues, of BBT.




The matrices may be written as

1 po(1,2) po(1,3)

M, = [pof2,1) 1 po(2.3)] (19)
po(3.1) py(3,2) 1
pi (1) py(1,2) py(1,3)

M o= [p,(2,1) py(2) py(2,3)1 (20)
p1(3,1) p,(3,2) p,(3)

where p,(j,k) is the lag O cross-
correlation coefficient between variables
j and k, p;(j,.k) is the cross-correlation
coefficient between variables j and k with
variable k lagged 1 day in relation to
variable j, and p;(j) is the lag 1 serial
correlation for variable j. Since pg(j,k)
= po(k,j), My is a symmetric matrix.
However, p,;(j,k) is not necessarily equal
to py(k,j), and each element in M; must be
defined separately.

The parameters for the temperature and
solar radiation model are three lag 0
cross-correlation coefficients, three lag
1 serial correlation coefficients, and six
lag 1 cross correlation coefficients. The
daily values of the three weather
variables are found by multiplying the
residuals by the standard deviation and
adding the mean. The mean and standard
deviations are conditioned on the wet or
dry state of the day as determined by the
Markov chain model and on the time period.

Table 1.

Markov chain transition probabilities

4.0 TESTS OF THE MODEL
4.1 Parameter Evaluation

Parameters of the precipitation model
for first and second order Markov chains
(P(W|W), P(W|D), P(W|WW), P(W|WD),
P(W|DW), P(W|DD) and A, for each period)
were determined for Crystal Falls (19
years of data). The whole year was
divided into 26 l4-day periods, with
period 1 starting on lst January each year
(we only use periods 10 to 21 to cover the
growing season). Maximum likelihood
estimates of each parameter were
calculated for each period over the 19
years, and are given in Table 1 for the
Markov transitions and the exponential
amounts model. The exponential had the
minimum AIC, compared to the gamma and
Weibull functions, and so was used
throughout the season.

The daily means and variances of
maximum temperature, minimum temperature,
and solar radiation were calculated
conditional on the wet or dry states of
each day (maximum and minimum temperature
only for Crystal Falls) and time period.
These are plotted in Figures 1-2 for the
Martell’s Lake site and Crystal Falls NWS.

(observed)

and lambda estimates for the exponential amounts
model, for the growing season only?2

- -~ " —— -

PERIOD P(WIW)
10 0.476744
11 0.567308
12 0.517544
13 0.486486
14 0.540000
15 0.398058
16 0.4554456
17 0.437500
18 0.475248
19 0.590551
20 0.637097
21 0.522124

- -

@ pP(WIW) and P(WID)
day i-1 was wet and

e - -] - - - -

Mean Periodic Exponential
P(WID) Total Rain (ins) Lambda Est.
0.250000 1.11 0.120
0.283951 1.57 0.140
0.375000 1.88 0.155
0.322581 1.51 0.140
0.307229 1.58 0.145
0.349693 1.53 0.150
0.321212 1.69 0.160
0.347059 1.71 0.160
0.327273 1.78 0.165
0.374101 1.76 0.130
0.316901 1.79 0.135
0.352941 1.16 0.950

are probability of day i being wet given
dry respectively, and estimate of

lgmpda wag calculated as sum of all rainfall in period k
divided by total number of wet days.




Temperature (deg C)

0.00
Period

~= Dry_max == Wet max=="Dry_min === Wet_min

Figure 1. Average maximum and minimum
temperature for wet and dry days per
period for Martell’s Lake Site 2.

Average maximum temperature is higher in
general on dry days than on wet days,
except when a period is unusually wet or
dry. In those cases, during long wet
spells, wet maximum and minimum
temperatures appear to decrease further
(see period 11-12). During dry spells,
(e.g.Period 16) the difference is less
pronounced, as wet days get warmer than
dry days (which is reasonable from day to
day casual observation during dry spells,
when it gets very hot just before a
rainstorm). Later in the growing season,
the days are wetter at the study sites
(after periods 18-19), and minimum
temperature on wet days becomes lower than
on dry days. For longer observations at
Crystal Falls, average minimum
temperatures are always higher for wet
days than dry days. Average maximum
temperatures on dry days are higher on dry
days as long as temperatures are above
freezing.

Standardized residual elements for each
variable were calculated by time period.
This resulted in a new series of residuals
for each variable that should be
stationary by construction, with a mean of
zero and standard deviation of unity. The
mean, standard deviation, skewness
coefficient, kurtosis coefficients and
lagged and cross correlations were
computed (using the SPSSPC+ Statistical
Package). These are given in Table 2 for
the Martell’s Lake site, as an example.
Maximum and minimum temperature on the
same day (lag 0) were strongly correlated.
Minimum temperature and solar radiation
had mostly negative cross correlation,
though of small magnitude (not
statistically significant, however, the

70 11 12 13 14 15 16 17 18 19 20 21

Ly

Solar Radiation

27 158 189 220 251 282
Days

= DryDays = WetDays

Figure 2. Average incoming solar
radiation for wet and dry days per period
and 1989 measurements for Martell’'s Lake
Site 2.

sample size was very small due to a large
number of missing values of solar
radiation). Dependency within each
variable was examined by calculating
lagged serial correlations, which were all
high.

The correlations in Table 2 completely
define the matrices M, and M; in the
multivariate generating model (equation
[16]) for generating residuals of maximum,
minimum temperature, and solar radiation.

4.2 Simulation of the Wet/Dry States and
Amounts

The data used for estimating the
parameters of the precipitation model from
Crystal Falls consisted of 19 years of
data. We thus, simulated 19 years of data
in order to evaluate the model (in
practice, many more simulations would be
performed). Simulated precipitation is
plotted for the first order Markov chain,
using the exponential amounts model, in
Figure 3. Plots of average observed and
simulated transition probabilities are
given in Figures 4 for P(W[D) and 5 for
P(W|W). There is generally good agreement
except for P(W|W). However this would
improve with a larger number of
simulations.

Apart from the lst-Order transition
probabilities, we test the performance of
the model by comparing the observed and
simulated frequencies of three and four
day sequences of wet and dry days. We do
this by looking at 2nd-Order and 3rd-Order
transition probabilities. These are
P(W|WW), P(W|WD), P(W|WWW), P(W|WWD),
P(W|WDW), and P(W|WDD), and are shown in
Figures 6a-d. There was, in general, very
good agreement.
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Table 2. Mean, standard deviation, and correlations.fo;
maximum and minimum temperature, and solar radiation
residuals (over the growing season) for Martell's Lake

site

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ Maximum Minimum Solar
Temperature Temperature Radiation
(degrees C) (degrees Cj {Langleys)

Mean Residuals 0.000 0.000 -0.007

Standard Dev. 0.977 0.977 0.966

Lag Serial Correl. 0.5511 0.4819 0.4243

Lag Cross Correlationb

variable Pairs rq(j, i) roli,3) E%Efiél-

&;;j;-& Min.T 0.5832 0.6018 0.2563

Max.T & Solar -0.0570 '0.1007 0.0030

Min.T & Solar 0.0449 -0.0497 -0.0219

b r (p.q) is the lag cross correlation between variable in
o) ané variable g lagged k times

4.3 Simulation of Maximum and Minimum
Temperature, and Solar Radiation

After the Markov chain-exponential model
was used to generate precipitation, values
of maximum and minimum temperature and
solar radiation were simulated by first
generating residuals of these three
variables using equation (16). Then the
daily values were obtained by multiplying
the generated residual by the standard
deviation and adding the mean, conditioned
on the wet or dry status of each day.

Data of temperature and solar radiation
over five growing seasons were generated
for one site as an example (Martell’s Lake
site), and these were compared with
observed data. The means of all three
variables for each period of the growing
season compared very well with observed
mean.

5.0 APPLICATIONS IN CLIMATE CHANGE
STUDIES

Richardson(1981) found the correlation
structure of temperature and solar
radiation to be approximately the same
over three sites widespread sites (Temple,
Atlanta and Spokane) (see Table 3). Our
sites were too similar to allow general
speculation. However, if we assume that
in fact the correlations are approximately
constant for all locations, accommodating
climate change scenarios reduces to
studying precipitation processes.

Plots of the periodic transition
probabilities (Figure 7 and 8) indicate
that the transition probabilities do not
seem to be related to the total amount of
precipitation, except possibly at large
amounts for P(W|W), P(W[D) follows its
pattern. (These supposed relationships
are likely to be very specific to the area
where data was collected.) We propose
regional tests of these series as follows:

i. Assume constant dependencies,
then extrapolate these series for
increased or decreased amounts of
rainfall.

11. Estimate the transition
probabilities given the amounts for a site
within the region of application.

In relating this simulation model to
existing weather records, it is possible
to work in monthly periods (instead of 14-
day periods). Care must be taken to
assess stationarity over the longer time
interval. This may be particularly
important since, for many locations,
monthly summaries are the only available
historic information.

Many ecological models, of course, do not
directly utilize minimum or maximum
temperature, solar radiation, or
precipitation. Insteaed, summaries of
this information in the form of growing
degree day sums or moisture (or drought)
indices may be required as input into
ecological simulation models. Most such
variables may be easily derived from the
simulated weather conditions provided by
this model, though additional site
information (such as soil texture) may be
needed for some particular indices.

Ecosystems respond to extremes and thus
annual averages many not be sufficient for
use in ecological models. Linkage of our
model with ecological models would allow
daily temperature and precipitation to be
utilized in investigating ecological
effects, even if summaries of daily
variables are calculated into heat sums
(for example).
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Table 3. Comparison of cross-correlations between residuals
of maximum and minimum temperature, and solar
radiation from Richardson(1981) with those for
Martell's Lake site -

Temple, Texas (Richardson,1981)

Max.T & Min.T 0.4990 0.6720 0.5770

Max.T & Solar 0.1220 0.3200 0.0900

Min.T & Solar -0.0800 -0.1530 -0.0600
Atlanta, Georgia (Richardson,1981)

Max.T & Min.T 0.5370 0.6870 0.6350

Max.T & Solar 0.0760 0.2350 0.0400

Min.T & Solar -0.1450 -0.2480 -0.1060
Spokane, Washington (Richardson,1981)

Max.T & Min.T 0.5%90 0.7320 0.6830

Max.T & Solar 0.1080 0.1920 0.0430

Min.T & Solar -0.0490 -0.1760 -0.0580
Martell's Lake Site, Michigan

Max.T & Min.T 0.5832 0.6018 0.2563

Max.T & Solar -0.0570 0.1007 0.0030

Min.T & Solar 0.0449 -0.0497 -0.0219

€ r(p,q) is the lag cross correlation between variable in
p ané variable g lagged k times




6.0 DISCUSSION

A technique for generating daily values of
precipitation, maximum temperature,
minimum temperature, and solar radiation
has been designed and implemented. The
basic approach was to generate
precipitation indepently of the other
three variables, and then condition the
other three variables on the wet or dry
status of the day. A Markov chain of
order one was used to define wet or dry
status, and an exponential model was used
to describe precipitation amount. A
multivariate model was used for maximum
temperature, minimum temperature, and
solar radiation. Since the latter three
variables are conditioned on wet or dry
states of a day, the generation of the
these states was important in this study.
Comparison of simulated precipitation with
observations has shown that the Markov
chain-exponential model worked well.

The overall objective was to be able to
use the simulator in climate related
ecological studies. Ways that this can be
accomplished have been explored. Other
applications are in the calculation of
growing degree sums and indices of
moisture and drought for use in simulation
models of forest tree growth and dynamics.
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FOREST LANDSCAPE CLIMATE MODELINGL

Edwin M. Everham III, Katherine B. Wooster, and Charles A.S.

Hall.

The temporal and spatial patterns of climate
have profound impacts on ecosystem processes.
We developed a microclimate simulation model
that predicts the values of insolation,

temperature, relative humidity, and rainfall

as a function of topography.

Model

predictions match closely with empirical
values, with the exception of relative
humidity which is consistently low, and

rainfall which has not yet been validated.

Keywords: microclimate, climate modeling,
simulation modeling, Luquillo Experimental

Forest

INTRODUCTION

Climate is an important factor
influencing ecosystem processes. We
believe that climate varies
significantly over relatively small
scales on complex terrains and that
this variation has profound impacts on
ecosystem properties. We developed a
microclimate computer simulation model
that predicts insolation, temperature,
relative humidity, and rainfall as
functions of topography. The model is
integrated with a geographical
information system for the Luquillo
Experimental Forest (LEF). This GIS is
a raster system with 30 m by 30 m grid
cells holding information on elevation,
slope and aspect. Our model is not
intended to predict daily weather, but
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to simulate realistic values, that can
be used to drive other models of
ecosystem processes.

STUDY AREA

The Caribbean National Forest and
LEF are located in the northeast corner
of Puerto Rico (Figure 1) The LEF has
a history of research that goes back to
the 19th century. It has been managed
by the US Forest Service since 1917,
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Figure 1 ~ [uquillo Experimental Forest
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and was officially designated the LEF
in 1956. It presently encompasses
11,330 hectares including four
principal life zones: subtropical wet
forest, lower montane wet forest,
subtropical rain forest, and lower
montane rain forest. More commonly the
forest is viewed in terms of distinct
forest ecosystems: tabanuco, colorado,
dwarf, and palm (Brown et al. 1983).

The Tabanuco forest is found below
600 m and occupies approximately 70% of
the area of LEF. The principal canopy
species of this ecosystem is (Dacroydes
excelsa Vahl). Colorado forest exists
above 600 m, the average cloud
condensation level, and occupies about
17% of the forest area. It derives its
name from the palo colorado (Cyrilla
racemiflora L.). Dwarf Forest, also
called elfin or cloud forest, to
indicate the short gnarled vegetation
or the almost constant cloud cover,
occupies approximately 2% of the LEF at
ridge lines above 750 m. Palm or palm
brake forest occupies 11% of the total
forest area, mixed through the colorado
and dwarf forest types on steeper
slopes with saturated soils. The
principal species in the sierra palm
(Prestoea montana (Graham) Nichols)
(Brown et al. 1983).

The LEF varies from 100 to 1075 m
above sea level. In general as the
elevation increases, temperature
decreases, rainfall and soil moisture
increases, community diversity (Little
and Woodbury 1976) and canopy height
decrease. In addition, we find
significant differences in rainfall
patterns depending on the region of the
forest, defined by the main ridge lines
(Hall et al 1990).

Burns (1988) developed GIS files of
elevation, slope, and aspect on a 30 m
by 30 m scale for the entire forest.
This topographic information is used to
drive our climate model.

MICROCLIMATE MODEL

TOPOCLIM is a computer simulation
model of climate written in FORTRAN,
compiled using a Lahey FORTRAN
compiler, and runs on a microcomputer.
It is designed to predict values of
global solar radiation, temperature,
relative humidity and rainfall. The
relationships were developed
principally from a data base compiled
by Briscoe (1966) who collected climate
data from ten stations at various
elevations around the forest.

12

Solar Radiation

Solar radiation values are given as
a flux density of watts per square
meter based on the following equation:

GLOBAL DIRECT BEAM
SOLAR RADIATION RADIATION

[l

DIFFUSE REFLECTED
+ RADIATION + RADIATION

Solar radiation is calculated as a
function of both slope and aspect and
is modified by cloud cover and terrain
feature blockage.

Direct Beam Radiation

I =1I0o* (SINA' * SIN B * COS A' *
COS B * COS (HR + k)

I - radiation incident upon the
surface

Io - solar constant (1360 W/m"2)

B solar declination

HR ~ hour angle in degrees

Al latitude of equivalent slope

k - adjustment for apparent
longitude of equivalent
slope

The cosine law as applied by Gates
(1980) calculates direct beam radiation
as a function of the cosine of the
angle between the direct beam and a
normal to the surface. This is
influenced by latitude, longitude, time
of day, solar declination, slope and
aspect. This value is further modified
by atmospheric attenuation based on
average transmissivity (0.82),
stochastic generation of cloud cover,
and blockage by adjacent terrain
features. Average transmissivity is
calculated using data for Odum and
Pigeon (1970). Blockage by terrain
features is determined through the
integration with the GIS elevation
file. For each time step, the
direction and height of the sun is
determined and the model searches along
the line of site to the sun for any
elevation grid cells that would block
the direct beam.

Diffuse Radiation

SLDIF = Io * TAUDIF * (COS(SLOPE/2)*%2)
* AM

SLDIF =~ diffuse radiation on a
slope surface

Io - solar constant

TAUDIF - transmissivity for diffuse
radiation

SLOPE =~ slope angle in radians

altitude of the sun
(optical air mass factor)

ALT



Diffuse radiation is calculated
assuming an isotropic sky dome and a
flat horizon (Gates 1980, Liu and
Jorden 1960).

Reflected Radiation

SLREF = Io * REF * TAUREF * ALT *

(SIN(SLOPE/2) **%2)
SLREF - reflected radiation on a
slope surface :
Io - solar constant
REF - albedo
TAUREF ~ transmissivity for

reflected radiation
ALT - altitude of the sun
SLOPE slope angle in radians

Reflected radiation is a function of
the slope of the surface, and the
albedo of the surrounding surface.

Relative Humidity
VAPPRESS = ~0.474 + 1.161 * TMIN

VAPPRESS - atmospheric water vapor
pressure

TMIN - minimum temperature
RH = 100 * VAPPRESS/SATPRESS
RH - relative humidity

SATPRESS - saturation water vapor
pressure for given
temperature

Atmospheric water vapor pressure is
determined by a regression to minimum
nighttime temperature (r~2 = 0.87).
This water vapor level is assumed to be
constant through the day. The relative
humidity is then calculated as a change
in saturation vapor pressure due to
temperature change.

Temperature

TD(HR) = (TMAX-TMIN)*SIN(3.14*HR-
(SRS+C) ) / (ADY+2%A) ) +TMIN

TN(HR) = TMIN + (TSN-TMIN) * EXP(B *
BBN/ANI)

TD(HR) - day temperature at time HR
TN(HR) = night temperature at time
HR

TMAX - daily maximum temperature

TMIN - daily minimum temperature

TSN, - temperature at sunset

ADY - day length

ANI - night length

SRS - time of sunrise

BBN - number of hours after sunset

A - lag coefficient for time of
maximum temperature after
noon

B - nighttime exponential decay
coefficient

o] - lag coefficient for time of
minimum temperature with
respect to sunrise

Hourly temperature
calculations are based on the work of
Parton and Logan (1981), involving a
modified sine curve for daytime
temperatures and an exponential decay
function for nighttime temperature.
Maximum and minimum are calculated
using a regression based on elevation.

Rainfall
NERAIN

NERAIN
SRAIN

2.6436 * ELEV + 2728.4
2.6184 * ELEV + 2144.3
1.8849 * ELEV + 2654.7

[ |

NWRAIN - yearly rainfall in mm for
the NW region

NERAIN - yearly rainfall in mm for
the NE region

SRAIN - yearly rainfall in mm for
the S region

ELEV - elevation

Rainfall is regressed to elevation
and general aspect of the forest. An
additional 15 weather stations around
the forest had rainfall data. All
discontinuous station records were
normalized to the long-term records at
San Juan and Fajardo. All available
data were used in the regression
analysis, so no validation to
independent data sets was possible.

MODEL VALIDATIONS

For Cape San Juan, at 39 m above sea
level, the January simulated values for
radiation flux match quite closely,
with an average difference of 27.3 and
a maximum difference of 75.0 (Figure 2)

00 simulated o—e empirieal

INGOLATION (waltte/ni")

100
0

12

HOUR

Figure 2 - Insolation for Cape San Juan
January
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Similar results are found for
October at El1 Yunque, one of the
highest points on the forest at 1065 n.
The average error here is 39 (maximum
88) (Figure 3).
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Figure 3 - Insolation for El Yunque
October

The relative humidity algorithm
assumes that the water vapor pressure
is constant. This assumption leads to
consistently low levels of relative
humidity, with an average absolute
error of 5.4 percent and a maximum of
16.3 percent, for Rio Blanco, at 31 m
elevation (Figure 4).

o——@  emplrical O==0  simulated

8

RELATIVE HUMIDITY (%)
R ERERER.

HOUR _
Figure 4 - Relative humidity for Rio
Blanco - October

This slight daily error becomes more
significant if monthly averages are
calculated. This data set came from
the Atomic Energy Commission
irradiation study (Odum and Pigeon
1970) at 450 m elevation, and is
discontinuous, thus the missing values
for July and August. The average error
is 8.0 percent and the maximum is 13.1
percent (Figure 5).

We reexamined Briscoe's data for
daily patterns of total water vapor
change and were able to adjust the
relative humidity algorithm, based on
average hourly changes in water vapor
content. Figure 6 shows the new model
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Figure 6 - Relative humidity for Rio
Blanco - October. Adjusted
for ocean water vapor inputs

run for Rio Blanco. The average
absolute difference is now 5.2 percent
and the largest difference is 15.5.
This obviously does not solve the
problem. We will next look a lag times
correlated to elevation as the warm air
masses from the ocean move up the
mountain in the late morning, and
attempt to quantify the
evapotranspiration inputs to the
atmosphere.

The temperature simulations are
fairly close for this Sabana 8, at 260,
m in August. The average difference
here is 0.4 degrees celsius with a
maximum of 1.1 degree (Figure 7).

The simulation for El Yunque in
September is consistently low. and
shows more error, with a maximum of 2.7
degrees difference and an average of
1.3 degrees (Figure 8).

The average monthly values for El1
Verde are also consistently low, but
with only an average error of 0.9
degrees celsius (maximum 1.4) (Figure
9). The low temperature readings for
the last two sites may be the result of




aspect affects, which are not included
currently in our model.

o~¢ empircal 0—0 simulated

TEMPERATURE (C)
&

[ 12 1 2 2%

HOUR
Figure 7 - Temperature for Sabana
August

e

o—@ampirical 00 simulated

TEMPERATURE (C)
8
- .;?
4 o//o

184 4

17 + + : ; i
> 4 s 12 16 2

HOUR
Figure 8 - Temperature for El Yunque
September

O—O SIMULATED o—o BFRCA

2

AVERAGE  TEMPERATURE
3/0

LD S ameeas mmny emnes aunan see ey +
1012343.7."0‘1“

MONTH

Figure 9 - Temperature for E1 Verde

CONCLUSIONS

Our model predicts the spatial
variation of climate factors reasonably
well and indicates the need to consider
the affects of terrain on climate. 1In
the future we intent to examine aspect
affects on temperature, attempt to
refine the relative humidity algorithm,
develop gradients of these climate

factors down through the canopy of each
forest type, and examine the impacts of
hurricane disturbance on these
gradients.

We think these climate gradients can
be used to explain the distribution of
forest types in the Luquillo
Experimental Forest and will allow us
to drive models of forest hydrology,
nutrient cycling, and forest growth and
recovery in response to hurricane
disturbance.
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ANALYSIS OF WOOD PROCUREMENT STRATEGIES:

SUPPLYING MULTIPLE MILLS FROM MULTIPLE SOURCESL/

D. Hubert Burger and Mark S. Jamnickz/

Abstract.--A linear programming wood procurement and
distribution model was developed to analyze a complex

wood distribution system. The model can be used to
measure trade-offs between the conflicting objectives

of minimizing total wood cost and maximizing profit for

a woodlands division that is a profit center. The model
considers mill requirements, product revenues, and harvest,
transportation and wood purchasing costs.

Keywords: transportation, distribution, linear programming,
trade-off analysis, profit center.

INTRODUCTION

Wood procurement and distribution decisions are
crucial to the success of forest products firms.
According to a 1983 estimate, these activities
accounted for 55 percent of total Canadian forest
management costs (Edwards 1983).

Although these decisions are important to all
forest products firms, they are particularly
important to large integrated firms that are often
organized into mill and woodlands divisions, each
of which operates as a cost or profit center. This
complicates the wood procurement and distribution
decisions because each division may have objec-
tives which conflict with the objectives of other
divisions. Furthermore, as the size of forest
products firms increases, so does the number of
sources of wood, potential harvesting systems and
potential destinations and it becomes necessary to
use a modeling framework to help develop cost
minimizing (or profit maximizing) strategies.

This paper describes a linear programming (LP)
model that was developed to analyze the wood pro-
curement ang distribution decisions for Scott
Maritimes Ltd. (Scott). Although developed spe-
cifically for Scott, the model has a general
structure and can be used to examine a wide var-
iety of wood procurement and distribution deci-
sions. The model is unique in that it includes a
menu driven data editing system combined with a

l/Presented at the 1991 Symposium on Systems
Analysis in Forest Resources, Charleston, SC,
March 4-7, 1991.

Z/Graduate student and Assistant Professor of
Forestry, respectfully, Faculty of Forestry, Uni-
versity of New Brunswick, Fredericton, NB.

matrix generator, solution method, and report
writer that are transparent to the user. The
model uses dBASE format files so that data can be
easily manipulated outside of the model.

BACKGROUND

Scott is a forest products firm in Nova Scotia
that operates a pulpmill in New Glasgow and a
softwood sawmill in Parrsboro. Scott Canadian
Timberlands Ltd. (Timberlands) is Scott's wood-
lands division and is organized into three
regions. Timberlands, its three regions, and the
two mills all operate as profit centres. Timber-
lands's profit is the sum of the profits of its
regions.

Scott has several sources of wood supply. It
owns 1,000,000 acres of fee land, has another
200,000 acres of provincial crown land under *long-
term lease, and purchases stumpage from private
landowners in central and eastern Nova Scotia.
Additional sources include wood purchased at road-
side from independent contractors, imports from
outside of the province, and chips from the Scott
sawmill and 38 independent sawmills in the region.

This means that Scott has a large number of
choices when deciding where to obtain its wood.
Indeed, Scott has so many supply choices that it
has traditionally not done any timber harvest
scheduling for its own fee land. Harvest blocks
were chosen based on regional decisions about what
"'should" be cut. Even with harvest scheduling (a
system is currently being developed) there is a
wide choice of blocks that may be harvested in any
given period.

In addition to the supply choices, a number of

different harvesting methods can be used, each
with its own set of costs. The method used to
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harvest any given block depends on the terrain,
tree size, stand density, and the availability or
production capacity of each method. In many
cases, more than one method can be used to harvest
a given block. This increases the number of
choices to be considered when making wood procure-
ment decisions.

Timberlands is responsible for supplying all of
the wood required by the Scott pulpmill and saw-
mill. Timberlands also supplies wood to several
independent mills, either on a contractual basis
or as opportunities occur.

The wood distribution system is complex (Figure
1). Timberlands supplies wood to the various
mills either directly (at cost), at a fixed price,
or at a variable (market) price. The price
depends on the source (fee, Crown, private stump-
age, or purchased), the type of wood (sawlogs, .
pulpwood, or chips), and mill ownership (Scott or
independent).

lPurchased Woodl

IPulpwood, Chips‘

[Ctoun, Fee, Stumpaga[

l Pulpwood, Chips l

Fixed Fixed or
Price Variable Price
Y. .
Scott Independent
Sawmill Sawmill
Direct Fixed Price
l Chips
— 1
Direct Variable Price
Independent
Pulpmill Variable Price
4
SML
Pulpmill Cost Plus Overhead

Figure 1. Schematic Of Scott Canadian Timberlands
Wood Flows.

Purchased pulpwood and chips are transferred
directly to Scott's pulpmill (SML) at cost. Pulp-
wood and chips from fee land, Crown land, or pri-
vate stumpage may be sold to SML on a cost-plus-
overhead basis or to an independent pulpmill at a
variable price.

Sawlogs from all sources may be sold to the

Scott sawmill at a fixed price, or to independent
sawmills at either fixed or variable prices
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depending on contractual obligations. Timberlands
will not sell any sawlogs without the first right
to purchase sawmill chips at a fixed price. Such
chips are treated as purchased wood and may be
transferred directly to SML at cost or sold to an
independent pulpmill at a variable price.

Timberlands's prime goal is to supply wood to
SML at the lowest possible cost. However, since
it is a profit center, it is also concerned with
maximizing its own profit. Thus, Timberlands
faces the problem of reconciling these conflicting
goals.

While Timberlands may wish to maximize its own
profit, it is willing to reduce its profit if it
can be demonstrated that overall company profits
can be increased. This may happen, for example,
if it can supply pulpwood and chips to SML for
less than the target average cost set each year.

PROBLEM DEFINITION
Two basic problems have been identified.

The primary problem is to identify the most
cost-efficient method of obtaining wood for the
Scott pulpmill (SML). This requires two types of
decisions. First, given the wood supply sources
that are available in any given period (usually a
quarter), which sources should be selected and,
where appropriate, which harvest method should be
used? Second, once those sources have been
selected, where should the products be shipped to
meet various mill requirements?

The secondary problem is to identify where to
send the wood from any particular source so that
Timberlands gains the greatest benefit. This
problem is a subset of the primary problem. It
occurs, for example, when an additional block
(harvest or purchase) becomes available.

The primary problem must be solved to meet the
objectives of cost minimization for SML and profit
maximization for Timberlands. The secondary prob-
lem can only be viewed from the perspective of
maximizing profit (or minimizing net cost) for
Timberlands.

METHODOLOGY

This problem is an extended transportation
problem, with harvesting choices added to the
shipping choices. The transportation algorithm
(Dykstra 1984) cannot be applied in this situ-
ation, so a LP formulation is required. LP has
been recognized for quite some time as being a
useful technique for solving wood procurement
problems (Silversides 1963, Winer and Donnelly
1963).

The challenge was to develop a model that would
be completely transparent to Timberlands's staff,
who have limited knowledge of LP. This means that
data must be easy to handle, the mechanics of
solving the problem must be hidden from the user,




and useful reports must be generated automatically
from the solution.

The model is a prototype constructed for one of
Timberlands's regions. It was written in Turbo
Pascal (Borland International 1988) and performs
the following functions.

Enter and Edit Data

A menu system allows data to be entered and
edited in a series of tables. Some of the data
are copied directly from Scott's forest inventory
database to save time and reduce errors associated
with data entry. Data are actually stored in a
set of dBASE files that are automatically gener-
ated by the model. This eliminates the need for
the user to worry about file formats and format
errors. The dBASE files can also be manipulated
by more sophisticated users outside of the model.

A menu allows the user to select one of seven
objective functions.

Generate the LP matrix

Once the data has been entered and an objective
selected, no further input is required. A matrix
generator automatically writes the objective and
all of the constraints to a flat file that can be
read by the LP software.

The matrix generator first creates a dBASE file
containing a list of all of the variables used by
the model, including decision variables represent-
ing all of the choices, and accounting variables
used to track various volumes, costs and revenues.
Variable names consist of two key letters that
identify the type of variable followed by a number
that simply represents its record number (or loca-
tion) in the file. These variable names are arbi-
trary, so the file also records their distinguish-
ing attributes.

The matrix generator then writes the objective
and constraints by sorting through the list of
variable names using the appropriate attributes,
and calculating coefficients from the data files.

Solve the LP

HYPER LINDO (Shrage 1989) is used to solve the
LP. It takes its input automatically from a batch
file containing commands to load the input file,
solve the LP, and write the solution to an output
file. This eliminates the need for the user to
know how to use HYPER LINDO. The solution is
saved in a fixed format database file (but not
dBASE) with one record for each variable.

Write Reports

The report writer reads the LINDO output file,
interprets the variable names using the attributes
contained in the file of variable names, performs
some final calculations (totals and averages) and
produces a series of reports. The reports that
are available include:

- List of blocks to be harvested and the harvest
method to be used in each block.

- List of product volumes produced in each block
and the mills to which they should be shipped.

- List of sawmill chips shipped to each pulpmill.

- Summaries of harvest, transportation, or total
costs, by product and source, for the Scott
pulpmill or for Timberlands.

- Summary of revenues received by Timberlands
from each mill.

-~ Summary of total and average wood cost for the
Scott pulpmill.

- Summary of total and average revenue, wood cost
* and profit for Timberlands.

DATA

The model is data-intensive, but coupling the
matrix generator with the data editing menus elim-
inates the need for the user to calculate the
coefficients and manually create the LP con-
straints. The model has a general structure so
that it can be used by a wide range of users.

Mill Information

The user must supply some general information
about each mill: its type (sawmill or pulpmill),
its name, and a numeric code. The model uses
this information to set up a number of data files.

The minimum and maximum roundwood and chip
requirements for each pulpmill must be specified
by softwood (Sw) and hardwood (Hw).

The minimum and maximum softwood sawlog
requirements must be specified for each sawmill by
log type - tree length (TL) or random length (RL).
The minimum requirement is the amount that Timber-
lands has agreed to supply to the mill and the
maximum amount is the total capacity of the saw-
mill.

The prices that each sawmill will pay for saw-
logs must be specified by log type (TL or RL) and
source (Crown, Fee, Stumpage or Purchase).

The prices that Timberlands pays for sawmill
chips from each sawmill must be specified.

The minimum and maximum amount of chips to be
purchased from each sawmill must be specified.
The minimum is the amount that Timberlands has
agreed to purchase from the sawmill and the maxi-
mum is total amount that the sawmill can produce.

Harvesting Information

Each harvest method must be defined. A harvest
method usually refers to a particular equipment
combination. An example of a harvest method is:
manual felling, skidding of full trees, and mech-
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anical delimbing at roadside. Each method has a
number of components, one for each product pro-
duced. Current products include: Sw TL and RL
sawlogs; Sw TL and RL pulpwood; Hw RL pulpwood;
and Sw and Hw chips. Components for the example
harvest method would be Sw TL sawlogs, Sw TL pulp-
wood, and Hw RL pulpwood.

The total production capacity must be specified
for each method. This is the total amount of wood
that can be processed by each method for the
period being studied.

Each product component in each method has its
own fixed cost, which must be specified. Each
component may also have a variable cost. Timber-
lands uses variable costs for mechanical felling
or mechanical delimbing operations, where cost
depends on the tree size and density of the block.
The presence of a variable cost must be indicated
for each component. Variable costs are supplied
separately. If a component has a variable cost,
then the model will use the code supplied by the
user in the Forest Inventory Information section
below to determine the appropriate variable cost.

Utilization factors are specified for each
product component. For example, if a chipping
component will recover 110 percent of the indi-
cated inventory volume, then a utilization factor
of 1.10 is specified.

Components from different harvest methods can
be combined into a harvest option. For example,
one harvest option may use the Sw TL sawlog and Sw
TL pulpwood components from a manual felling and
skidding operation in conjunction with the Hw chip
component of a chipping operation. The use of
harvesting options provides complete flexibility
in designing harvest operations. All harvest
options must be defined by their constituent com-
ponents.

Stumpage Rates

Stumpage rates are specified by product (Sw or
Hw; sawlogs, pulpwood, or chips) for each source
(Crown, Freehold, Stumpage or Purchase). Stumpage
rates can be specified individually for each stum~
page block and purchase block. Stumpage rates for
purchase blocks are actually the purchase prices.

Transportation Information

The distance from each compartment to each mill
and the distance from each sawmill to each pulp-
mill must be specified.

Trucking rates must be specified and may have
fixed and variable components. The fixed compo-
nent is used for truck loading and unloading and
the variable component is applied to the distance
travelled. Scott has two sets of rates - one for
sawmill chips which travel exclusively on paved
roads, and another for all other products which
travel on a mixture of bush and paved roads.
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Forest Inventory Information

This information is required for each block,
including wood purchased at roadside. The basic
information is copied directly from Scott's forest
inventory database and includes: block and com-
partment identification numbers; ownership or
source (Crown, Fee, Stumpage or Purchase); and
total volume of softwood sawlogs, softwood pulp-
wood, and hardwood pulpwood in the block.

The user must add the following items to the
basic information for each block: one or two har-
vest option numbers; the codes for mechanical har-
vesting and delimbing, where appropriate; and the
maximum proportion of the block to be harvested.

The user may optionally specify if the block
must be harvested, for example, if it is being
carried over from a previous period.

Miscellaneous

Timberlands's allowable markup for wood sold to
SML must be specified by source (Crown, Fee,
Stumpage or Purchase). The markup is used to
cover overhead costs for any wood that is not
transferred directly to SML at cost.

In addition, a minimum and maximum harvest
level for each source, a minimum profit level for
Timberlands, and a target average wood cost for
SML may be specified.

STRUCTURE OF THE LINEAR PROGRAM

Objectives

A common objective for a mill is to minimize
total wood cost, However, this can cause problems
in a LP model because one way to achieve minimum
total wood cost is by simply reducing the total
volume of wood harvested or purchased. This
objective therefore tends to produce solutions
that just satisfy minimum volume requirements.

A more appropriate objective is to minimize
average wood cost, which is simply the ratio of
total cost to total volume:

MIN | Actual Total Cost (1)
Total Volume

This objective allows solutions with higher

total costs and total volumes as long as the ratio

remains unchanged, thus avoiding the problems
associated with minimizing total cost.

However, Total Volume is a variable whose value
depends on the outcome of the model, so this
objective function violates the assumption of
linearity required in LP. When average cost is
defined this way, it cannot be used in an LP
model.

The solution to this problem involves using a
target for average wood cost for the mill. Let T
equal the target average cost, for example in




$/tonne. Since T is a constant, it can be sub-
tracted from the objective function in (1). This
operation performs a simple translation without
changing its slope.

MIN | Actual Total Cost - T 2
Total Volume

Multiplying the expression in (2) by Actual
Total Volume gives:

MIN [Actual Total Cost - (T)(Total Volume)] (3)

Multiplication changes the slope of the objec-
tive function and Actual Average Cost is lost as a
component, but now it is a linear function and can
be used in an LP model.

The second term in (3) can be called the Target
Total Cost. For any objective function Z, MIN (2)
equals MAX (-Z), so (3) becomes:

MAX (Target Total Cost - Actual Total Cost) (4)

The objective in (4) causes an LP model to
maximize the difference between Target Total Cost
and Actual Total Cost. Focussing on the differ-
ence between these two Total Costs equalizes and
effectively removes the impact of Actual Total
Volume. This has the same effect as an objective
to minimize average cost. Thus, the objective in
(4), which is linear, can replace the objective in
(1), which is non-linear, even though the two
objectives produce different objective function
values.

The objective function value for (4) represents
the total amount of money saved compared with the
Target Total Cost. Actual average cost can be
calculated from the solution by dividing Actual
Total Cost by Total Volume, both of which can be
calculated by the model.

The objective in (4) will also attempt to
ensure that Actual Total Cost is less than Target
Total Cost. This objective will produce a posi-
tive difference when Target is greater than Actual
and a negative difference when Target is less than
Actual, so maximizing will naturally move the
optimal solution toward a positive difference. A
negative difference will still be obtained if the
target average cost (the constant T) is set too
low, but this does not change the overall effect
of minimizing average cost.

This approach to minimizing average cost is
used for one of the objectives in the Scott model,
which includes the following objectives:

Minimize SML's total wood cost
Minimize SML's average wood cost
Maximize Timberlands's profit
Maximize Crown harvest

Minimize Crown harvest

Maximize Freehold harvest
Minimize Freehold harvest

The first three objectives are the most import-
int. The last four objectives are available for

testing the impact on wood costs of harvest
requirements by source.

Constraints
The matrix generator automatically writes the

selected objective and all of the constraints that
form the basic model:

Objective
subject to:
2(Bih) < bi or Z(Bih) = bi (1)
h h
for each block i
£(Vphij) - Yphi-Bih = 0 (2)
3 for each product p, harvest
option h, and block i
£ ¢ £(Vphij) £ Qk (3)
pij for each harvest method k
2 2(Vphij) + £(SCmj) 2 Npjn (4)
hi m
and
T £(Vphij) + 2(SCmj) < Npjx (5)
hi m
for each mill j and product p (or
group of products p for a pulpmill)
SCmj 2 Xmn (6)
for each sawmill m where j = SML
£(SCmj) £ Xmx (7)
] for each sawmill m
L £ T Z(Vphij) 2 Hsn (8)
phij
and
2 2 % 5(Vphij) < Hsx (9)
phij for each source s
where:

Bih is the proportion of harvest block i
harvested using harvest option h (purchase
blocks are treated as being harvest blocks)

bi is the proportion of the block that is

available.

Vphij is the volume of product p harvested
using option h in block i and shipped to
mill j.

Yphi is the total yield of product p produced
by harvest option h in block i.

Qk is the capacity of harvest method k, and k
is determined from the specific product
component of harvest option h.

SCmj is the volume of softwood chips shipped
from sawmill m to pulpmill j.

21




Npjn is the minimum and Npjx is the maximum
mill requirement for product p and mill j.

Xmn as the minimum amount of chips to be
shipped from each sawmill m to SML.

¥mx is the maximum chip production capacity for
sawmill m.
Hsn is the minimum and Hsx is the maximum
amount to be harvested from source s, where s
is an attribute of block i.

Constraint set (1) states that the total amount
of a block that is harvested must be less than bi,
or equal to bi if the block must be harvested. If
the entire block can be harvested, then bi = 1.

Constraint set (2) provides the link between
the block proportions and the volumes shipped. If
a block is harvested, then all of the products
from the block must be shipped. This prevents
cutting particular products from a block because
it is close to a particular type of mill.

Constraint set (3) states that the total volume
harvested using a specific harvest method must be
less than the total production capacity for that
method.

Constraint sets (4) and (5) set the minimum and
maximum mill requirements.

Constraint set (6) sets the minimum amount of
chips to be shipped from each sawmill to SML.

Constraint set (7) sets the maximum amount of
chips that can be shipped from each sawmill.

Constraint sets (8) and (9) set the maximum
harvest level by source.

A number of additional rows calculate values
for accounting variables that are used in generat-
ing the reports. These variables include: volumes
received by each mill by product and source; total
volume harvested or purchased by source; harvest
costs and transportation costs by product and
source; total wood costs for SML and for Timber-
lands; and revenues for Timberlands.

The matrix generator automatically adds option-
al constraints to the basic model depending on
which objective was selected. These constraints
are:

£ £(T-Mpsj) - SMLCOST 2 0 (10)
p s where j = SML only
TREV - TCOST > Y (1)

Constraint (10) ensures that the actual average
wood cost for SML is less than T, the target aver-
age cost. It is used when the primary problem is
being solved and the objective is other than mini-
mizing total or average wood cost for SML. Since
the actual average cost depends on total volume,
which is variable, the constraint is phrased in
terms of total costs.
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Constraint (11) ensures that Timberlands's
profit is greater than some target amount. It is
used when the primary problem is being solved and
the objective is other than maximizing Timber-
lands's profit.

For a problem consisting of 10 mills and 80
blocks, a matrix is generated with approximately
2800 to 3200 variables and 1200 to 1400 con-
straints, depending on the number of harvest
blocks that have a second harvest option.

APPLICATION OF THE MODEL

The model can be used to solve the two basic
problems previously described. The LP solution
indicates the wood sources to select, which har-
vest systems to use in each harvest block, and
where to ship all of the volumes to meet the
selected objective. The reports give detailed
information on harvest, transportation, and total
costs by product and source.

It is expected that significant cost savings
will be realized by using this model compared with
the current manual method. In a study using mixed
integer programming to plan harvest and transpor-
tation activities, Walker and Preiss (1988) found
that delivered wood costs could be reduced by $1
to $4 per cubic meter, compared with manual
methods.

The problem of reconciling the two objectives
of minimizing SML total wood cost and maximizing
Timberlands's profit can be handled by setting one
of them as the objective and using the other as a
con- straint. For example, cost minimization can
be the objective subject to a minimum profit
level. Different profit levels can then be tested
for their effect on total cost. The user can
choose the solution that is most acceptable.

The other major use of the model is as a simu-
lation tool to test the impact of a variety of
factors on any objective.

The model can determine the impact of varying
the minimum volume of logs supplied to, or the
minimum volume of chips purchased from, any par-
ticular sawmill. This could indicate the desir-
ability of continuing to do business with that
sawmill. The results could be used to negotiate
new amounts for log supply agreements and for chip
purchase agreements.

The impact of changes in any of the costs or
prices can be evaluated. This could again be used
when negotiating with sawmills. It can also be
used to evaluate the impact of increases in the
cost of trucking or harvesting.

The effect of maximum or minimum harvest
requirements by source can be determined (for
example, giving up the Crown lease, or setting a
ceiling on Purchase wood). This helps to identify
which sources can provide the cheapest wood.

The change in wood cost caused by increasing




the production capacity for a harvest method could
assist in making equipment buying decisions. If
the annual cost of increasing the capacity is less
than the savings in total annual wood cost, then
the equipment is worth buying.

This model is a prototype intended for use by
Timberlands in each of its regions. Since each
region is only concerned with wood sources and
mills within its boundaries, opportunities may be
missed to reduce costs or increase revenues by
shipping wood across regional boundaries. The
model could therefore be used in Timberlands's
main office to evaluate the effect of regional
boundaries and to realize further cost savings.

SUMMARY

A linear programming model was developed to
examine wood procurement strategies for Scott
Maritimes Ltd. The model allows company staff to
enter and edit data, generate an LP matrix, solve
the problem, and generate reports, without requir-
ing any knowledge of LP. The model allows analy-
sis of the trade-offs between SML's total wood
cost and Timberlands's profit. The model can also
be used as a simulation tool to analyze the impact
of changing any of the inputs on costs and reven-
ues.

This model is a tool for analyzing short-term
wood procurement strategies. Using it to minimize
wood cost in the short-term will always produce
solutions that harvest the cheapest and closest
wood. It has no mechanism for dealing with long-
term wood cost. Further research is required to
link this kind of short-term planning with harvest
scheduling in order to minimize wood costs over
the long term.solutions that harvest the cheapest
and closest wood. It has no mechanism for dealing
vith longterm wood cost. Further research is
cequired to link this kind of short-term planning
vith harvest scheduling in order to minimize wood
rosts over the long term.

This model is a tool for analyzing short-term
rood procurement strategies. Using it to minimize
'ood cost in the short-term will always produce
olutions that harvest the cheapest and closest

wood. It has no mechanism for dealing with long-
term wood cost. Further research is required to
link this kind of short-term planning with harvest
scheduling in order to minimize wood costs over
the long term.solutions that harvest the cheapest
and closest wood. It has no mechanism for dealing
with longterm wood cost. Further research is
required to link this kind of short-term planning
with harvest scheduling in order to minimize wood
costs over the long term.
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MULTI-LEVEL HARVEST PLANNING AND LOG MERCHANDISING

USING GOAL-PROGRAMMINGY

Andre Laroze & Brian Greber?

Abstract.--A multi-level planning model was developed to help
define harvest plans intended to maximize a company's net present
income, based on the factors that control the generation and
merchandising of the logs obtained from harvesting forest stands.
The solution-method proposed considers a hierarclglical structure
based on 3 decision levels: Strategic: Strategic plans define an
indicative harvesting plan for the next 5 years, based on the actual
state of the available stands, the forecasted demands for the
different markets and a 2 rotation period lockahead at harvest
ﬁotentials. Tactical: Tactical plans define a more detailed
arvesting schedule, based on the plan proposed in the strategic
level for the first 2 years of the planning horizon. The tactical plan
will permit a more precise evaluation of the activities and
investments required to harvest during this period (e.g., stand
acquisition, road construction and machinery selection).
Operational: Operational plans define the current season's
(summer or winter) stand cutting sequence and the merchandising
guidelines for those stands. The decision levels are formulated

using a sequential goal-programming model.

INTRODUCTION

For many Chilean forest companies, Monterey pine
(Pinus radiata, D. Don) log exports constitute a
significant end-use for harvested trees. For these
companies, the production management policy is
characterized by harvesting stands to obtain logs for
export markets and allocating residual supplies to
domestic sawmills' and pulpmills' demands. Thus, their
problem of harvest planning and log allocation consists
of defining a "production plan" that will maximize the
company's present net income, considering the different
factors that control the yield and the merchandising of
the logs produced.

For Forestal Chile S.A., a Chilean industrial private
forest owner, markets are characterized by their log-
specifications: a typical market requires 3 to 5 different
types of logs (defined by their length, minimum end-
diameter and quality) that are subjected to overall

YThis aper is based on a project developed for
Forestal ghﬂe S.A., in 1988, by Andre Laroze (former
Head of Forestal Chile's Systems Department) and
Peter Backhouse (Associate Professor, Department of

Industrial Engineering, University of Concepcion, Chile).

YThe authors are Graduate Research Assistant and
Assistant Professor, Department of Forest Resources,
Oregon State University.
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production restrictions such as volumetric proportions
and minimum mean end-diameter of all logs produced.
Value paid per volume unit and measurement rules will
vary by markets. Also the yield and revenue a stand can
enerate for a given market will vary through time
%depending basically on its height-diameter distribution).
Production cost vartes from stand to stand in relation to
their accessibility (i.e., road types), distance to the
markets (i.e., mills or ports), and terrain conditions.

The inherent complexity related to the definition of
an efficient production-plan makes a log production-
and-allocation (LPA) model very helpful to orient the
optimal use of available mature stands in a dynamic
planning process. Such a model should help define
strategic goals (e.g., the cutting budget), tactical
requirements (e.g., stand acquisition and road
construction) and operational activities (e.g., specify
stand harvest sequencing). It also must be able to
handle the complexity of a continuously evolving land
ownership and allow for changing markets.

Forestal Chile recognized a need to have its LPA
model resemble, to some extent, the decision-making
process being used at present. The reasons were (a) to
incorporate professional expertise of end-users into
solutions proposed by the model, and (b) to provide a
smooth transition in the decision-making process in
order to ensure that the model will be accepted by end-
users. It was also recognized that for real-life
applications the LPA model will require a decision
support system (DSS) in order to give end-users high



flexibility to define and analyze different scenarios. For
this company such DSS will have to be integrated with
existing software available on a multi-station network
(i.e., geographic information system, growth and yield
simulator, and harvesting-cost system); thus, imposing a
model designed to be solved by microcomputer-based
software.

Subjected to these considerations, a LPA model
suitable for medium-run and short-run analyses was
developed for Forestal Chile. The model is based on a
hierarchical approach where each level is defined in a
goal-programming formulation. Its purpose is to aid in
defining production plans that lead to maximizing the
company's net present income, considering different
aspects related to stand harvesting and log trading.

DECISION-MAKING PROCESS

At present, Forestal Chile's harvesting plans are the
result of non-systemized operative analyses made every
year based on the actual state of available stands,
expected demands and prices, and personal judgments of
those evaluating different harvesting options. The
decision-making process can be represented by the
following procedures:

Collection of Basic Information

The basic information used in defining annual harvest
plans includes:

a. Estimated values for demand levels and prices
obtained from forecast analyses made every year for all
potential markets.

b. Data describing the actual state of available mature
stands. The data are retrieved from a GIS and consist
of:

Yield variables: Stand area and stand attributes (e.g.,
age, dominant height, basal area, and stems per
hectare). These attributes determine a stand's yield for
each market at any specified time. Stand parameters
aredpliojected through time with a growth and yield
model.

Harvest cost variables: Topography, accessibility and
location of available stands. A specially designed system
estimates the harvesting cost for a specific stand based
on these variables. A stand's accessibility is determined
by its limitations for transporting logs: If only bare-land
roads access the stand, log transportation is restricted to
spring and summer (summer accessibility); winter
accessibility requires the existence of a pavement
or rubble road accessing the stand to permit
transportation of logs during the rainy season (fall and
winter).

Strategic Planning: Definition of Cutting Budget

Based on the preceding information, the net present
value for each stand is estimated considering different
markets and harvest periods. Then the cutting budget is
established using a trial-and-error process, where
allowable cuts consider not only the aggregate harvest
levels, but also the allocation of logs to the various
markets at different periods. The goal is to optimize
the company's net present income for a 5 year moving

horizon (predicted demands and prices are not
considered sufficiently reliable for longer projections).

Defining the cutting budget is considered strategic,
and the senior manager and his staff get directly
involved in this decision-making stage: They consider
several different scenarios, and priorities for supplying
different markets are defined. Priorities are a gmction
of (a) the degree of interest in servicing minimum
captive markets by providing for at least some level of
demand, (b) emphasis for capitalizing on favorable short
term demands, and (c¢) the expected behavior of
specified markets with respect to future demands and
prices.

Tactical Planning: Definition of Capital Investments

To meet the cutting budget for any harvest plan
investments will be required to provide productive
infrastructure. For Forestal Chile, these investments
typically consist of (a) upgrading roads to enable the
transport of logs from the stands to their destination
during the winter season (bare ground roads converted
to rubble roads), and (b) stand acquisition to support
cut levels higher than those realizable with current
company lands. For the harvesting contractors, these
investments correspond to machinery acquisition for
efficient harvesting and log transportation. (To
stimulate efficiency, the company assists its contractors
with machinery-investment credits subjected to
harvesting contracts and achievement of technical
requirements.)

Both Forestal Chile and the contractors thus require
a precise definition of the stands to be harvested over at
least the next two years. So at this stage of decision-
making a two year harvest plan is drafted along with a
capital investment plan. This implies a detailed review
of the original cutting budget by the Production Division
for the first two years of the planning horizon: a time
interval considered reliable with respect to estimated
demands and actual state of the company's land-
ownership. The objective is to provide an adjusted
harvesting plan that minimizes investment risks (in
practice this means to minimize investments).

Operational Planning: Definition of a Harvesting
Schedule

Near the beginning of the next harvesting season
(summer or winter), the Harvest Department receives a
list of monthly orders for shipments of logs to export
markets. The list specifies each vessel and their
expected arrival/departure times and the volume to be
carried to a specific market.

The shipments list plus the information of stands
selected to be cut in that season in the harvesting plan
are used by the Harvest Department to prepare an
operational harvesting schedule. The schedule defines
the area of each stand that will be allocated to each
market on a monthly basis. Inventory analysis is also
considered.

Information related to the volume that a stand will
produce to a given market and the shipments'
characteristics are both stochastic. This implies that
actual production data must be traced with a harvesting
control system. Near the end of each month, this system
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provides reports that are used to revise the harvest
schedule and a new plan is defined.

A similar procedure is applied with respect to
monthly orders received for domestic sawmills and
pulpmills.

This operational harvesting schedule constitutes the
reference basis for planning the activities required to
actually realize the harvesting and log allocation process.

Decision-Making Efficiency:

The efficiency of this decision-making process relies
on factors related to "professional expertise and skills"
and "common sense". Furthermore, this process can
only consider a limited number of alternatives, a
restricted planning horizon, and a small degree of detail.

In order to expand the scope of decision-making and
to provide integration between decision-making levels, a
mathematical programming based LPA model was
developed. This model is described in the following
section.

MODEL DESCRIPTION

In order to assist the decision procedure related to
harvest planning and log allocation a solution method
was designed that considers a hierarchical scheme based
on 3 decision levels currently recognized in the
company.

Strategic Planning

The primary objective of strategic planning is to
define the cutting budget that specifies the outputs that
the company is able to supply to each specified market
over the planning horizon. Due to the high uncertainty
implicit in forecasting demand levels in a long time
horizon, market analysis is only considered for a S year
interval with two harvesting seasons per year: summer
and winter. The need for segregating summer and
winter harvest seasons is determined by stands'
accessibility (a major factor to be considered when
defining harvesting schedules).

For a longer planning horizon (2 rotations) a
different model, called OFERTA, is used to define non-
decreasing long-term yield sustainability. OFERTA
defines the available stands to be harvested during the
next 5 years.

Strategic plans give an "indicative" cutting budget that
defines the area of each "aggregated-stand" that should
be cut for the specified markets within each season.
This cutting budget permits estimation of the required
investments for road construction and other production
infrastructure.

To reduce the number of decision-variables and
constraints, and to orient solutions proposed by the
model, stands are grouped into "stand aggregation units".
These aggregated-stands are established using
stratification criteria such as: age, site index and
accessibility. The area assigned to each agdgrelgated-
stand corresponds to the sum of the individual stands
within it. The volume per product type and net present
value considered for each unit area of an aggregated-
stand is a weighted average of the respective stand
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values. The weighting factor corresponds to the relative
area of each stand in relation to the aggregated-stand
area.

Strategic plans are designed to be revised in the
following situations: (a) at the end of each year, (b)
when there are significant stand additions or losses, and
(¢) when structural changes occur in market demands
and/or prices.

Tactical Plannin,

The purpose of tactical planning is to define, with
greater detail than in the strategic level, the harvest
outline for the first 2 years of tf%e planning horizon and
the required capital investments over the same period.
In this stage, the cutting budget proposed by the
strategic level is revised for the first 4 seasons in
relation to: (a) individual stands selected to be
harvested in this sub-horizon, (b) actual output levels,
and (c) harvest-timing within the sub-horizon in order to
meet spatial-distribution externalities that were not
considered in the strategic analysis.

In this hierarchical level, aggregated-stands that were
proposed to be harvested by the strategic plan are
segregated into their original stands. Nevertheless, it
may be convenient to maintain certain stands integrated
in re-defined aggregated-stands due to associated
externalities (e.g., small stands and common road
construction costs).

The harvest schedule defined by tactical plans will

ermit a more precise analysis of activities and
investments required to perform the production program
(e.g., stand acquisition, road implementation, machinery
selection, and contractor engagement). The reduction
of the problem size at this stage allows consideration of
two kinds of demands per market and season: certain
demand (already contracted volumes) and uncertain
demand (based on forecasting analysis).

Tactical planning is considered to be re-evaluated
periodically near to the end of each season in order to
analyze the effect of the current period harvest on the
future. Also, by definition, tactical plans shall be re-
defined each time strategic plans are modified.

Operational Planning

The objective of an operational plan is to define the
harvest schedule for the current season of the planning
horizon. Based on the cutting budget suggested by
tactical plans, a more precise schedule and allocation
can be defined as the result of being able to segregate
the season's markets demand into 6 monthly periods.

For defining operational plans it is assumed that (a)
demand levels per market are real, (b) required stands
are available and ready for harvesting and (c) required
productive infrastructure is available (e.g., roads and
machinery).

The operational plans consist of schedules that define
the sequence and hectares of each stand that will be
harvested for each market. This information represents
the basic data required by the other kinds of
operational-models related to machinery allocation and
transportation.




Operational plans should be revised at the end of
each month, in order to maintain updated data that will
determine the harvesting schedule for the remainder of
the current seasomn.

Practical Considerations

To meet log specifications for a particular market,
considering on-site buckin%, harvesting crews must
concentrate on producing logs for only one market at a
specific time: For this reason a given area is allocated
to produce for only one market. In addition to
capitalizing on harvesters' expertise to maximize
resource utilization (i.e., optimal bucking subject to
market constraints), this helps to control the
achievement of production requirements using a
harvesting-control system.

The company trades its logs in several markets but,
due to common features and in order to simplify the
problem, only 5 generic markets are considered for all

decision levels: 3 export markets (namely Japan, Korea
and China), domestic sawmills, and domestic pulpmills.

MODEL FORMULATION

Strategic and tactical decisions levels are
characterized by a common goal-programming model.
The formulation of such model is given next:
Objective function:
Maximize ZY Z7 BT NPV;*X;, - 23 2T PV;*Y], -
25 2T PV]*Y}, - Z] PC{*H}
Subject to:
Export markets' demand: ¥,
2V V™% + Y5 - Y = Dy =123]
Domestic sawmills' demand: ¥,
= Viey*Xie + Z 73}?' Vi Xie + E? Kio*Y;: +
Yo - YZt = Dy
Domestic pulpmills' demand: %,
Y Visy Xise + EV B} Vi Xy + B K*Y, +
Y5 - Y§, = Dy
Budget constraints: %,
= 2? Cy*Xy + HY - HY = M,
Area constraints: ¥
=7 2¥Xijt + R = A

Operational Level

For operational planning the following model was
defined:

Objective function:

Maximize XY} 27 Z7 NPV, *X,, - 2} 27

Subject to:

Export demands: %,

N -
7 Vi Xy + i - L = Dy

Domestic demands: ¥,

V +1 x7
=5 Vi Xige + =7 =} Vinigo Kine + L - Iy

D, [i=45k=23]

Inventory capacity: ¥,

B < S,

Area constraints: ¥,

Elfzfxijt + Ry = A

N
Note: XV stands for %

n=]
Nomenclature:
Sub-index

i: Stands. i=1.,N)

level]
j:Markets. (=1,..,5)

1
China; 4: Sawmills; 5: Pulpmills]
1,

vy T)
Tactical: T = 4; Operational: T = 6]

t: Periods. (¢t =

(1) : Export-logs.
(2) : Sawmill-logs.
(3) : Pulp-logs.

Decision variables

Xy Harvested area.
R, : Remaining area.
Y;: : Supply deficit.
Y], :Supply surplus.

H; : Budget surplus.
H}  : Budget deficit.

: Inventory.

Penalty coefficients

PL

;@ Inventory.

[ha]
[ha]
[m’]
[m’]
18]

5]

[m’]

[8/m’]

fi=123]

[Strategic: T = 10;

[N: Depends on decision

[1: Japan; 2: Korea; 3:
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PV, :Supply deficit.  [8/m?)
PV, : Supply surplus.  [$/m%
PC? : Budget deficit.

Technical coefficients

Vi Volume. [m*/ha]
Kiw : Volumetric proportion.
Ciie : Production cost. [$/ha]

NPV, : Net present value. [$/ha]

Resource vectors

A, : Stand area. [ha]
D, : Demand. [m®]
S, : Inventory capacity. [m®]
M, : Budget availability. [3]

Volume Estimation

Vi = fjk(nsit’hdivbait;p,j(k))

Where:

ns;, : Number of stems. [/ha]
hd,, : Dominant height. [m]

ba, : Basal area. [m*/ha]

f. () : Function used to estimate the volume of export-
logs, saw-logs, and pulp-logs that will be obtained under
optimal bucking for a specific market.
by ¢ Vector of parameters.

[ Vi4t(1) = ViSt(l) = ViSt(z) = 0]

The parameters bil(k) were estimated using multi-

variate regression analysis based on data collected by

simulating on-site optimal bucking for different market
specifications in a sample of 150 stands.

Revenue Estimation

Ry = Ik Pio " Vi

Where:

Py : Price per log type at the market (mills or port).
(8/m’]

R;; : Total revenue.  [$/ha]

28

Cost Estimation
Cie = 8higydiey@inWy)
Where:
Cy: : Production cost.  [$/ha]
hyq, : Stand's proportion allocated to harvest system "q".
[Zhg =1 H]
Examples of harvest systems:
q "-B i:tz:x ggf.ider, steep slope, and short logging
q =d i(s)t an scl;)'fline, multi-span, and long logging
dye : Distance per road type "r".  [km]
[r = 1:pavement; r = 2 : rubble; r = 3 : bare land]
a, : Accessibility.

[a; = 0 : summer accessibility; a, = 1: winter
accessibility]

w, : Season.
[w, = 0 : summer; w, = 1: winter]

g(?) : Function used to estimate production cost for
specific stands.

NPV Estimation
NPVijt = (Rijt - cijt)/ adr,
Where:

adr, :Accumulated discount rate.

NPV, : Net present value. [$/ha]

Penalty Coefficients

The minimum values recommended for the penalty
coefficients are indicated below:

PI, :Inventory cost. [8/m?]
PVj, : Cost of external supply.  [$/m’]
PV?, : Production cost. [8/m’]

PC? : Cost of money based on discount rate.

ntity-Gui Proce

The linkage between hierarchical levels is based on a
quantity-guided process. The strategic level indicates
what stands are candidates to be harvested during the
tactical planning horizon. It also indicates the volume
that should be produced for the different markets from
such stands (but penalty coefficients for volume
deviations are re-defined in the tactical analysis).




Finally, the budget for production costs is also provided
from the strategic level jointly with its associated penalty
cost.

The tactical level, using the information received from
the strategic level and more detailed spatial information
(related to location and accessibility of segregated
stands, and road habilitation projects), re-defines the
production plan. The revised plan provides the
information required by the operational level: stands
that can be harvested in the current season and
expected volume to be produced for each market.

S 35 : C. :

The recommended stand aggregation criteria are
described below:

Volumetric structure: Stands that will belong to an
aggregated-stand should have similar volumetric
parameters with respect to their most likely destiny. In
practical terms, stands should be homogeneous in
relation to age, site index and previous management.

Location: Stands composing the same aggregated-
stand should have a similar distance to their most
probable destination. It is also convenient for them to
share a common main access road.

Accessibility: It is a basic requirement that
aggregated-stands are comprised of stands having the
same kind of accessibility (summer or winter).

Externalities; When deciding aggregated-stands
composition it is convenient to have in mind certain
externalities that will influence the practical aspects of
harvesting operations (et.}%., joining stands of small size
that are close to each other and/or gathering stands that
will be cut at the same time). [However, in tactical and
operational levels it may be convenient to decompose
some stands into sub-stands depending on factors that
can affect harvesting (e.g., terrain slope).]

Aggregated-stand technical coefficients must
correspond to a weighted average of the respective
coefficients of its conforming stands: the weighting
factor corresponds to the relative area of each stand.
This weighting procedure is required to guarantee that
solutions will remain feasible when stands are
cnnsidered separately.

PERFORMED TESTS

Several tests were carried-out to evaluate logic,
robustness and consistency of the solutions proposed by
the model. Additionally, some tests were done to
estimate solution-time and numeric accuracy.

To test the model's logic a set of stands with highly
differentiated characteristics related to age and site
index (accounting for different present volume and

rowth rate by market), distance to markets and slope
implying different production costs), and accessibility
accounting for cutting seasons and road
implementation) was defined. Several scenarios, related
to different market-period demands, were considered for
such set of stands. Solutions given by the model were
compared to expected solutions based on logical criteria:
tests were specially designed to be able to evaluate

solutions' quality for problems of reduced size (10
stands, 5 markets and 4 periods).

The same set of stands and scenarios used to test the
model's logic was used to test the robustness of the
solutions proposed by the model. In this case, the
objective was to evaluate the penalty costs rechired to
obtain pre-specified solutions (different than the
"natural" solutions). The fparametric approach used for
defining the penalty coefficients permitted examination
of the effect of such coefficients in the solutions
obtained, and simultaneously determine how
management of penaltgr1 costs can improve solutions'
robustness: reducing the variability induced by small
changes in demand levels.

To test solutions' consistcn?' (feasibility and
optimality), the set of stands described above was
"segregated". Each original stand was treated as an
aggregated-stand and decomposed into 3 to S stands,
simulating a disaggregation process. Using this
information a complete multi-level decision-making
grocess was conducted for 3 representative scenarios.

olutions obtained by this procedure permitted testing
of feasibility at the different decisions levels. To
evaluate sub-optimality such solutions were compared to
the respective solutions obtained using a monolithic
approach (i.e., a single-level sin%e:—mn model). This
analysis was repeated 3 times: The parameters
corresponding to the original aggregated-stands were the
same 1n all cases, but they were decomposed into stands
with different degrees of homogeneity (high, medium,
and low similarity within the aggregated-stands).

To test solution-time and numeric accuracy several
sets consisting of 25 stands with "randomly" generated
characteristics were used. Different demand scenarios,
related to S markets and 10 periods, were considered for
each set of stands. The corresponding problem size was
fixed at 1250 variables and 85 constraints for all runs.

Test results indicate that the model performs
adequately in terms of solution-time and numeric
~ccuracy: no significant rounding errors were detect~
and solution-time usinfl a 386 micro-computer did not
exceed 5 minutes for the most complex problems:
stands of very similar characteristics, under a unitary
supply/demand ratio, and considering high penalty costs
for deviations in all constraints. Solutions proposed
were logical with respect to log production and
allocation: some apparently "illogical" allocations turn
out to be very "clever" when studied in detail. Penalty
coefficients allow solutions to be oriented as desired, but
this is a double-edged feature: values poorly defined
will induce inefficient solutions. Feasibility at
disaggregation is conditioned by the weighting of
individual stands' technical coefficients: relative area
was found to be an appropriate factor. Sub-optimal
levels of solutions based on aggregated-stands depend
directly upon the internal homogeneity of these in
relation to the main stratification criteria: a higher
homogeneity leads to a smaller sub-optimality.

COMMENTS
Several attributes of the model made it particularly
well suited to the needs of Forestal Chile. These are

summarized in the following sections, as are some
shortcomings.
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Hierarchical Planning

The hierarchical planning structure mirrored the
general decision-making process in its composition of
different decision levels: each requiring different
degrees of detail for its analyses and each subject to
different degrees of uncertainty.

The hierarchical approach also permitted a significant
reduction of the problem size, enabling it to be solved
by a micro-computer.

Goal-Programming

Goal-programming permits a differentiated weighting
of the constraints considered in the model. This
important feature is basic to define priorities in
supplying outputs to specific markets or time periods.

Penalty coefficients allow "expert knowledge" to orient
solutions the model will propose. It is considered very
convenient to be able to guide solutions for them to be
"logical" (according to standard forestry criteria) and
"robust" (in the sense of stable solutions in the presence
of non-significant variation in some parametersf.

Goal-programming also simplifies sensitivity analyses
in that a mathematically feasible solution will always be
obtained by the model (although some of these solutions
may not be realistic).

Constraint Formulation

Markets and number of periods considered for each
planning level are suggested for practical reasons, and
can be changed without affecting the model's structure.
The structure defined for constraints permits one to
easily expand the problem size in terms of new markets
(e.g., pulp-log exports), more periods (e.g., a period 11
in strategic level for considering long term continuity),
and different species (e.g., Eucalyptus).

One practical concern with respect to the formulation
is that no extreme limits are considered for supply
deficits or surplus, and a maximum bound is not
considered for harvesting costs exceeding available
budgets. These parameters were not included because
unreasonable bounds could be detected in the solution
and problem specifications adjusted appropriately.
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Another practical concern is that no lower bound is
considered for the remaining area of stands that will not
be harvested entirely. Controling for this would require
use of integer programming, which substantially
increases solution-time, without significant gains: the
expected number of stands allocated to be partially
harvested is low, and they will occur only in the last
period.

Stand Aggregation

The main objectives of using aggregated-stands are
(a) to reduce the problem size (it would not be possible
to solve the strategic problem in a micro-computer
without considering stand aggregation), and (b) to guide
solutions proposed by the model (definition of
aggregated-stands allows incorporation of users'
sxperience in order to achieve specific objectives).

However, it shall be realized that stand aggregation
implicitly generates sub-optimal solutions, and eventually
infeasible solutions at lower hierarchical levels. To
reduce sub-optimality efficient aggregation criteria must
be used and appropriate training of users is required.

To avoid infeasibility aggregated-stand technical
coefficients must be determined based on a correct
weighting of the original stand coefficients.

Implementation

A %rimary concern related to the model's structure
was the need for it to be easily implementable and
accepted by end-users. These aspects were successfully
achieved. The model's final version resembles and
improves the decision-making process gresentl being
used: acceptance was straightforward.¥ The DSS
required to use the model in real-life applications will
not require additional hardware nor software acquisition
by the company. Moreover, the information used by the
model can be directly obtained from existing technical
information systems.

¥The model's structure presented corresponds to the
final version. It evolved based on early test results and
end-users contributions.
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Abstract.-- We present two applications of administrat%vg. qua@titative
and computational techniques to support short term decisions in forest

management of pine plantations

in Chile. The first corresponds to a

successful implementation of daily scheduling of truck trips. The

second to determining
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THE TRUCK SCHEDULING SYSTEM

Description of the Problem

Daily timber hauling by truck from production
sites to different destinations (plants, ports,
sawnmills) is a mayor decision process, as it
constitutes about 45% of total timber production
costs,

At each origin, different timber products
(defined by length and diameter) which have been
previously stocked or are processed during the
day must be transported. At each demand point
the amount required daily of each product is
defined, allowing for some fluctuations of up to
5% from this target. 4

Hauling is carried out by contracted trucks.
In a typical operation, there are about 15
origins, 10 destinations and a fleet of 40 to 100
trucks is used. Trucks are divided by type and
class. Type reflects mainly to load capacity and
class to engine characteristics, which indicate
the possibility to travel with load in certain
roads. Truck owners are paid through a formula
based on the number of cubic meters-Kilometer
(m3-Km) hauled. What is
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7, 1991.

2/ Professor of Industrial Engineering,
University of Chile, Santiago; Professor of
Forest Mangement, University of Chile,
Santiago; Manager of Operations, Forestal
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Engineering, University of Chile, Santiago;
Manager of Transportation, Forestal Arauco.

required is an efficient hauling schedule,
which will make best use of the trucks and
the loading-~unloading equipment.

The Assignment System

The objetive is to develop a truck and
loading unloading schedule to minimize the
total cost of the system while satisfying
timber supply and demand constraints. This
implies minimizing idle time and length of
trips. Since in the long run truck owners
must cover their costs, minimizing total
costs of the transportation system is usually
a better objetive than minimizing actual
daily transportation incurred by the forest
firm (payments to truck owners).

As a first step, an administrative
ordering was required (in some firms it was
carried out jointly with the implementation
of the computarized system). The basic
restructuring implied changing the original
system, in which there was no schedule and
trucks were loaded on a first come first
served basis, which led to long gueues and
underutilization of equipment, to a
programmed schedule, where trucks had to
follow precise instructions on where and when
to load and wunload. A daily schedule was
first devised manually.

Since scheduling these trips is a complex
combinatorial problem, a computerized system
was installed to improve the daily schedules.
The system is based on simulation and
heuristic techniques and is described next.
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The Truck Scheduling Process

The scheduling program is carried out through
a simulation. As inputs we consider: the amount
of each  product available in each origin
(loader), the trucks of different types and
classes available, the loading, unloading and
travelling times, cost parameters, which include
operation and utilization of trucks. Other
considerations are also included, such as
defining a lunch break, having drivers start and
end their schedule close to their home town,
assigning priority to some products, fixing
specific origins or destinations to some trucks,
etc.

The simulation replicates how the trucks and
the timber move along the day, given
heuristically designed scheduling rules. Thus,
the simulation starts at say 6:30 in the morning,
assigning the first trucks. The assignment rules
are based on the following criteria.

i) Fulfilling demands has highest priority.
In addition, demand must be satisfied
regularly along the day (e.g. 4 trucks
arriving each hour).

ii) Supply at origins. If some products
arenot moving fast enough from an
origin, a truck should be sent there.

iii) For administrative reasons, total income
in a month should be similar for all
trucks of the same type and class. This
implies assigning the most profitable
daily schedules to specific truck owners.

The heuristic rules, which are not described
here in detail, (see Weintraub, et al, 1990)
assign to each truck after unloading its next
destination in an optimal way. In order to avoid
near sighted decisions the scheduling looks ahead
one hour, and schedules firmly the decisions of
the simulation for the first 15 or 30 minutes.
This is carried on, in a moving horizon form
through the end of the day.

Description of the Algorithm

We show the main aspects of the simulation
through an example. In Figure 1, let the time of
simulation be TPO. Between TPO and (TPO + 1)
trucks 1 an 2 arrive to destination D, truck 3 to
E and trucks 4 and 5 to F. {exact arrival times
are indicated in the time axis (T1 for truck 1,
and so on). After truck 1 unloads, the
alternatives for the next trip are: load in B and
unload in E or load in C and unload in F. A
similar analysis can be made for the other
trucks.

The simulator will assign simultaneously the 5
trucks so as to minimize total costs while
satisfying all constraints of the system. (as

described above)). However, only decisions
corresponding to the first half hour (TPO, TPO +
0.5) are actually implemented. This corresponds
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to trucks 1 and 2, while the decisions for

trucks 3,4,5 are discarded. The next
simulation interval is (TPO + 0.5, TPO +
1.5). New trucks which arrive to their

destinations in the interval (TPO + 1.0, TPO
+ 1.5) are added to trucks 3,4 and 5 for the
next assignment.

ORIGIN DESTINATION
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] . i
o T T T U |
4 5 TPO+05 ’I'3 Tl. TS TPO+1
Simulation
Time
Figure 1

Implementation

The system is written in Fortran for use

in personal computers. It reguires 640 Kb
RAM and it functions better with a hard disc
with 2 or 3 Mb of memory. An information

system in dBase IV is used to input data
daily, in an efficiente and user friendly
way. At present, the simulation process has
a capacity to handle 150 trucks, 30 origins,
20 destinations, 20 types of products, 6
types of trucks, 15 classes of trucks, 4
"home" nodes where trucks spend the night.
These dimensions are enough to handle current
problems, but can be easily increased.

The computer time requirements are

moderate. Using a PC/AT with math
coprocessor, the larger problems require
about 20 minutes. The software generates

daily schedules for each truck: (For example,
start at 7:32 AM in origin C, after loading
leave at 7:50 to destination 4, arrive at
8:57., Unload, etc.) and each loading and
unloading machine (For example, 6:45 load
truck #62, 7:05 load truck #5, etc.). It
also  generates global gtatistics for
analysis. Schedules are given the day before
to truck drivers and machine operators. At
this moment there is only communication
between machine operators and the operation
center, In case of failures, the operations
center redistributes the work manually.




Results obtained

The system has been implemented in 5 firms,
and is in the process of being implemented in 3
additional ones.

Improvements due to the implementation of new
administrative rules and the simulation process
ranged from 20% to 35%. This improvement could
be measured in different forms: reduction of the
number of trucks required, increase of production
hauled with the same number of trucks, reduced
number of hours of the daily schedule. In
addition, the truck drivers and machine operators
experienced a significant improvement in the
lenght and quality of their working hours. As
queuing time was reduced typically from an
average of over 4 hours a day to less than 30
minutes, they could do the same hauling in less
time. So their working hours were significantly
reduced and better structured.

schedule planning the first use of the
truck requirements, given
the amount of timber to be moved, as the
simulation only introduces into the system the
trucks that are needed. In one firm for example,
the simulation runs showed that 40% of the trucks
that were wused at that moment were superfluous,
and in time the fleet was reduced in that amount.

In any
gystem is to determine

THE SHORT TERM TIMBER CUTTING SCHEDULE

Description of the Problem

Forest firms must satisfy different types of
requirements. Typically, these are to supply
pulp plants, sawnmills and export logs of a given
quality.

In this case decision making concerns short
term (3 months) assignment of: i)stands to be
harvested, among  those already mature and
accessible, ii) the type of machinery to be used

(towers or skidders, according basically to
steepness of the slopes to be intervened) iii)
volume to be cut, in what period, to what

specifications (length, diameter) and (iv) where

to ship the timber.

The main cost elements to consider are: value
of standing timber {oportunity cost},
transportation costs, equipment operation costs
(cutting, loading, unloading), set up costs
{obtaining access and preparing sites for
operations). Requirements of different products
in demand centers are defined by length, minimum
diameter of individual logs as well as average
log diameter, which determine log cutting
patterns. Typically, the longest pieces are
assigned for export by ship, at given dates.
Each importing country has specific requirements
of length and diameters. Shorter pieces are sent
to sawnmills and the rest is wused for the pulp
plant. A typical log cutting pattern may be in 5
pieces.

12.10 m. in length, 20 inches minimum
diameter, 32 inches average diameter.

8.10 m. in length, 20 inches minimum
diameter, 28 inches average diameter

4.10 m. in length, 20 inches minimum
diameter, 26 inches average diameter

4.10 m. in length, 20 inches minimum
diameter, 24 inches average diameter

4.10 m. in  length, 16 1inches minimum
diameter, (for pulp)

The multiple product requirement leads to
many cutting patterns, and these should be

defined so as make best use of the timber,
since thicker logs for export get best prices

and

logs assigned to the pulp plant the

Towest.

The Mathematical Model

The model

typically optimizes over a 3

month horizon, in a rolling horizon approach,

and is to be run every week.

The first four

periods correspond to weeks and the last two
to a month each.

The problem can be expressed as a 0-1

mixed LP. The main decision variables are
reTated to:
i) Decisions on what stands to interviene

ii)

iii)

are:

i)

ii)

iii)

and 1in which period to start. This
implies set up costs and lead to integer
variables. If the stand is to harvested
with skidders, how many should be used
in each period. If towers are used,
when should they be installed. This
also leads to integer variables. (Once a
tower is installed, it normally is used
in that place until the whole are it can
reach is harvested).

Management act%vities for stands,
including cutting patterns for logs.

Volume of each product sent from a given
stand to a destination (port, plants,
sawnmills) in each period.

The main constraints (in each period)

available for harvesting
if access

Stands are
(through skidders or tower)
and set-up work has been done.

production and
in each

Consistency between
available harvesting machinery
stand.

production and
type of

Consistency between
available timber; for each
product and cutting patterns.
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iv) Consistency between production 1n each
stand and timber transported from it.

v) Consistency between timber transported to
and demand at destinations, for each type
of product.

vi) Consistency between timber hauled and

trucks available.

vii) Constraints reflecting diameter require-
ments for different export shipments and
sawmnills.

viii) Additional constraints reflecting a)
harvesting policies, e.g. once praduction
is started in a stand, a minimum area
must be harvested. b)Policies in use of
equipment and “trucks. c¢) Policies on
global production and financial
considerations.

Implementation of the model

The implementation presents three main
difficulties.

i) The presence of 0-1 integer variables.

These are derived from decisions in setting up
areas to harvest and 1installing towers. Since
their number is too high to run with a mixed
integer LP package, a heuristic approach is used
to obtain from the continuous LP solution a good
integer one.

ii) The size of the model.

Given the high number of products that are
defined (typically over 100) and hauled to
different destinations, a typical problem could
have over 10,000 constraints and 100,000
variables. These dimensions are reduced
substantially (to about 1,400 constraints and
11,000 variables) through careful deletion of
variables that are unlikely to appear 1in a
solution and some aggregation procedures.

iii) Finding appropiate cutting patterns.

These patterns must be defined according to
the products required. Again, to obtain a good
mix of options, an unmaneageably large number of
patterns would be required. By interacting with
expert users and the use of heuristics, a
relatively small but adequate number of cutting
patterns is defined.

For cases where this reduction of cutting
patterns is not sufficient to reduce the size of
the model, a column generation approach has been
proposed. In this case, the master program,
would be the model described, and a subproblem
based on Dynamic Programming would generate
desirable cutting patterns to add to the master
program.

The system is implemented for personal

computers (PC) type 386, and can be divided into
four parts:

34

1) Data input: Timber volumes ars derived
from supply simulation models, already
in use in each firm. A Data Base
Package (e.g. dBase IV) or Spread Shest
(e.g. Lotus 1-2-3) is used.

2) LP input: A Fortran program is used to
develop data in MPS format.

3) The model is run using LINDO 386.
4) Reports. A report writer translates

results of the LP 1into reports at
managerial and operationa] level.
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AN EXPERT SYSTEM FOR MODELING FOREST GROWTH

IN THE SOUTHL/

Lawrence R. Geringz/

Abstract.--Growth and yield research results for southern
U.S. forest types have accumulated over the past half cen-
tury into a collection of several hundred publications.

Wide technology gaps may exist between this valuable knowl-
edge base and the large group of potential users. An expert
system may provide a means of bridging this gap. The re-
search reported here describes the on-going development of
such a system,

Keywords: Research, yield, knowledge base, technology gap

INTRODUCTION

There are over 182 million acres of forest
in the South classified as timberland suitable
and available for growing crops of trees.

Timber productions are the region’s most valu-
able cash crop and rates of tree growth in the
South are the envy of the rest of the Nation
(USDA, 1988). However, in many cases, this
‘forest land base is being pressured by competing
land uses and increased demands for lumber,
paper, fuel, and other wood-fiber products, It
is obvious that the South's forests must be
managed with ever-increasing intelligence and
awareness of the current and projected situation
of the resource,

The U.S. Forest Service identified "Southern
Forest Productivity" as a priority research
program and has recognized the urgent need for
accelerated research focused on protecting and
increasing the productivity of southern forests.
This program identifies eight major research
categories needed to provide knowledge for the
intelligent management of forest resources. Two
closely related categories are "quantitative
studies" and "decision analysis". Included
within the general outlines of each of these are
the development and use of mathematical models,
computer programs, and expert systems to analyze
and predict forest characteristics (Loftus et
al., 1988).

1/presented at the Systems Analysis in Forest
Resources Symposium, Charleston, SC March 3-7,
1991.

2/Assistant Professor of Forestry, PO Box 10138,
Louisiana Tech University, Ruston, LA 71272.

While research efforts in these categories
are considered critical, the importance of
technology transfer has also been identified as
a major part of the research program. It is
important to transfer technology to users,
concurrent with its development. Only in this
manner can research meet the potential for
improving Southern forest productivity (Loftus
et al., 1988).

One objective of this study was to collect,
review and document mathematical models current-
ly avallable for predicting growth of forest
stands in the South, A second objective was to
develop a microcomputer-based expert system that
will select an appropriate growth model for a
user-specified set of conditions.

BACKGROUND

In 1987, the International Union of Forestry
Research Organizations (IUFRO) sponsored the
Forest Growth Modeling and Prediction Conference
in Minneapolis, Minnesota. This conference
provided a forum for the digsemination and
discussion of more than 150 research papers.
Topics included all types of tree and forest
growth modeling methodology, including theory
and evaluation of models, incorporation of
silvicultural treatments, regeneration, mortali-
ty, and many environmental perturbations. The
conference demonstrated that there has been
progress and increasing interest in forest
growth modeling in recent vears (Ek et al.,
1988).

A forest growth model may be defined as a
mathematical function, or system of functions,
used to relate actual growth rates to measured
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tree, stand and site variables (Bruce and Wen-
sel, 1988). Growth and yield research results
for southern U.8. forest types have accumulated
over the past half century into a collection of
several hundred publications (Alig et al.,
1984). Hepp (1988) noted that wide technology
gaps exist between this valuable knowledge base
and a large group of potential users. He stated
that there has been little evidence that con-
sulting, State and Extension foresters, who
manage vast non-industrial forests, are making
effective use of contemprary growth and yield
prediction technology.

One reason for the lack of effective use of
appropriate models by foresters is simply the
great number of models from which to choose. At
one time, users new the model builder and were
able to directly learn about the model’s appli-
cation. Currently, an immense body of scientif-
ic and technical information is available but
this knowledge is fragmented, unwieldly and
time-consuming to evaluate. The demand for
useful knowledge to solve specific problems has
overloaded the ability of our present methods
for creating, storing, retrieving, and dissemi-
nating such knowledge(Coulson and Saunders,
1987). In other words, there is a critical need
for the potential user to converse with an
expert in order to select an appropriate model
(figure 1). Stark (1987) observed, however,
that most experts are scarce and in high demand;
their knowledge is often valuable and rare.
Thus, expert systems can provide a more accessi-
ble and consistent source of expertise.

EXPERT ADVICE

QUESTIONS
———
& é

ANSWERS

USER EXPERT

Figure 1.--Representation of model user talking
with an expert in order to select appropriate
model,
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Expert systems are computer systems that
advise on or help solve real-world problems
which would normally require a human expert's
interpretation. Such systems, combining comput-
er software and desktop microcomputers, work
through problems using a model of expert human
reasoning. They are designed to reach the same
conclusions that a human expert would be expect-
ed to reach if faced with a comparable problem
(Weiss and Kulikowski, 1984).

Feigenbaum (1984) stated that an expert
system is a computer program that uses knowledge
and inference procedures to solve problems that
are difficult enough to require significant
human expertise for their solution. ' Expert
systems are based on knowledge which is acquired
from experts in a specific domain. This domain
knowledge (such as characteristics of forest
growth models) is stored in the knowledge base
of the system (figure 2). The knowledge is
applied and processed using a set of inference
procedures which controls the reasoning of the
expert system (Duda and Gaschnig, 1981).

EXPERT ADVICE

OO“n

EXPERT,

EIEEEEEB
ANSWERS

USER COMPUTER

‘J’|l

Figure2.--Representation of an expert system in
which model user accesses expert advice stored
in computerized knowledge base.

In general, expert systems are designed to
be easy to use. Such a system interacts with
the human user in English and can often be used
after only a few minutes of instruction. Addi-
tionally, expert systems are unique in their
ability to "explain® their line of reasoning or
justify conclusions reached. Thus, such systems
will allow usable knowledge to disseminate or
transfer to users (Stark, 1987).




STATUS OF PROJECT

The initial portion of the project is near-
ing completion. We have identified many models
which will be included in the knowledge base of
the expert system. These publications document
the development, validation and application of
mathematical models used to evaluate growth of
forests in the South. The models can be viewed
as the data for this project. Representative
examples include:

Bailey,R.; Dell,T. 1973. Quantifying diame-
ter distributions with the Weibull func-
tion. Forest Science 19(2):97-104.

Borders,B.; Bailey,R. 1986. Fusiform rust
prediction models for site-prepared slash
and loblolly pine plantations in the
Southeast. Southern Journal of Applied
Forestry 10(3):145-151,

Burk,T.; Burkhart,H. 1984. Diameter distri-
butions and yields of natural stands of
loblolly pine. Virginia Polytechnic In-
stitute and State University, School of
Forestry and Wildlife Resources, Publica-
tion No. FWS-1-84. 46pp.

Clutter,J.L. 1963, Compatible growth and
yield models for loblolly pine. Forest
Science 9:354-371.

Newberry,J.; Pienaar,L. 1978. Dominant
height growth models and site index
curves for site-prepared slash pine
plantations in the lower coastal plain
of Georgia and north Florida. University
of Georgia, School of Forest Resources,
Plantation Management Research Coopera-
tive Research Paper 4: 47pp.

Schumacher ,F.X. 1939. A new growth curve and
its application to timber-yield studies.
Journal of Forestry 37:819-820.

It is apparent that the growth and yield
research to be used in this project comes from a
variety of sources. Tracking down suitable
models from refereed publications is relatively
simple. Greater difficulty is encountered when
attempting to locate models documented in uni-
versity publications or in published proceedings
from meetings and conferences. Often, these
have limited circulation except among partici-
pants of the particular meeting.

The current phase of the project involves
reviewing each model and creating common or
universal variables. For example, when modeling
basal area, abbreviations such as B, BA or BASAL
are commonly encountered. It is important (and
somewhat tedious) to re-write these models so
that a common set of abbreviations are used.

FUTURE WORK

Once all models have been identified, docu-
mented and assigned universal variable abbrevia-
tions, the expert system can be created. The
purpose of such a system is to take unorganized
data (the models and accompanying documentation)
and structure them in a form that can serve as a
knowledge base. The expert system will be
developed using a commercially-available shell
such as VP-Expert; this is a rule-based package
that can be implemented on a PC.

The expert system will interact with a human
user (in English) and will access both the
knowledge base of growth models as well as a set
of internal inference procedutes. Once the
system has selected a model, it will be able to
justify its choice using terminology a forester
can understand. It will also be possible to
create such a system in a form so that it can
exchange data with computerized spreadsheet,
database and text files. This will allow the
user to learn about the development of the model
directly from the creators. It will also be
possible to process inventory data from spread-
sheets so predicted growth values can be deter-
mined. The transfer of knowledge from one
representation to another may be transparent to
the human user. However, the user will be able
to request justification prior to acceptance of
the predicted values.

CONCLUSION

Harold Burkhart, Thomas M. Brooks Professor
of Forest Biometrics at Virginia Polytechnic
Institute and State University, (1990) stated
that forest growth and yield modeling methodolo-
gy has advanced significantly in recent years,
but that the future promises even more rapid
advancement. He also noted that progress in
growth and yield modeling centers around three
key elements of data collection, analytical
techniques, and computing technology. I believe
it is appropriate to add a fourth element that
must also be considered - dissemination or
transfer of knowledge about the model to users.

There are a great number of models available
for use. Some are general in form and can be
applied to a variety of data sources. Others
were designed for very specific sets of condi-
tions and might require extensive modification
if they were to be used in a differing situa-
tion. However, if a potential user is unaware
of these existing models, the result could be
duplicated effort in creating a new model. Or,
perhaps as costly, the user could try to use a
model that did not fit his needs as closely as a
less known model. Hopefully, the creation of a
large knowledge base of information pertaining
to growth and yield modeling, together with an
expert system, will allow users to become aware
of existing models that will fulfill their
needs.

37




ACKNOWLEDGMENTS

This research is supported in part by the
McIntire-Stennis Cooperative forestry research
program and by the State of Louisiana.

LITERATURE CITED

Alig, R.J.; Parks, P.J.; Farrar, R.M. [and
others]. 1984. Regional timber yield and cost
information for the South: modeling tech-
niques. U.S. Department of Agriculture,
Forest Service General Technical Report;
RM-112. 28p.

Bruce, D.; Wensel, L.C. 1988, Modelling forest
growth: approaches, definitions, and prob-
lems. U.S. Department of Agriculture, Forest
Service General Technical Report; NC-120:1-8.

Burkhart, H.E. 1990. Status and future of growth
and yield models. U.S. Department of Agricul-
ture, Forest Service General Technical Report
PNW-GTR-263: 409-414.

Coulson, R.N.; Saunders, M.C. 1987. Computer-
assisted decision-making as applied to ento-
mology. Annual Review of Entomology 32:415-
437.

Duda, R.0.; Gaschnig, 1981. Knowledge-based
expert systems come of age. Byte 6(9):238-
281,

Ek, A.R.; Shifley, S.R.; Burk, T.E. 1988. Pref-
ace to the Proceedings of the IUFRO Confer-
ence on Forest Growth Modelling and Predic-
tion. U.S. Department of Agriculture, Forest
Service General Technical Report; NC-120.

Feigenbaum, E.A. 1984, Knowledge engineering:
the applied side of artificial intelligence.
Annals of the New York Academy of Science,
Vol. 426:91-107.

Hepp, T.E. 1988. Using microcomputers to narrow
the gap between researchers and practioner:
a case history of the TVA YIELD program. U.S.
Department of Agriculture, Forest Service
General Technical Report; NC-120:976-983.

Loftus, N.S.; Bell, J.E.; Lewis, G.D. 1988,
Southern forest productivity: a priority
research program. U.S. Department of Agricul-
ture, Forest Service; Washinton, DC. 25p.

Stark,M. 1987. AI and expert systems: an over-
view. AI Applications in Natural Resources

Management 1(1):9-17.

U.S. Department of Agriculture, Forest Service.
1988. The South’s fourth forest: alternatives
for the future. Forest Resources Report 24.
Washington, DC. 512p.

Weiss, S.M.; Kulikowski, C.A. 1984. A practical

guide to designing expert systems. Totawa,
New Jersey. Rowan and Allenhald.

38




MAXIMIZING THE DIAMETER CLASS DIVERSITY OF UNEVEN-AGED

NORTHERN HARDWOOD STANDS!

J. H. Gove, D. S. Solomon, S. E. Fairweather, and G. P. Patil?

Abstract. Two mathematical programming formulations are presented which
allow the determination of diameter distributions that maximize the diame-
ter class diversity in uneven-aged northern hardwood stands. Distributions
generated from these models were found to be comparable from a manage-
ment standpoint and could be incorporated into existing linear programming
models as alternative management scenarios. The models presented here
provide an initial framework for quantitatively addressing the requirements
of NFMA with respect to consideration of ecological diversity in the planning

process.

Keywords: Intrinsic diversity ordering; nonlinear programming; diversity

profiles.

INTRODUCTION

The National Forest Management Act (NFMA) final rule
(Federal Register 47(190), 1982) requires that diversity be con-
sidered in formulating management alternatives in the national
forest planning process. NFMA specifically states that “Forest
planning shall provide for diversity of plant and animal commu-
nities and tree species consistent with the overall multiple-use
objectives of the planning area.” In addition, it calls for the
quantitative evaluation of diversity in both past and present
conditions so that the impact of proposed management prac-
tices on diversity may be evaluated. The NFMA is vague as to
how such quantifications of diversity are to be handled, how-
ever. Presumably, the drafters of NFMA saw this as an area
open for future research.

In this paper we present a quantitative method which has
been found to be useful for comparison of diversity in forest
communities (Swindel et al. 1987). In addition, we use this
method as a basis for a model which lays the groundwork for in-
corporating diversity considerations into the planning process.
The model considers one aspect of community diversity, which
itself may be envisioned as a multidimensional quantity includ-

! Presented at the 1991 Symposium on Systems Analysis in
Forest Resources, Charleston, South Carolina, March 3-7.

% Research Forester and Project Leader, respectively, Forest
Service, U. S. Department of Agriculture, Durham, NH; Assis-
tant Professor of Forest Resources Management and Professor
of Statistics, respectively, The Pennsylvania State University,
University Park, PA

ing species, genetic and structural components among others,
and which together define what has been termed the “variety
of life in an area” (Salwasser 1989). Specifically, the model
determines the diameter distribution which maximizes diame-
ter class diversity in an uneven-aged northern hardwoods stand
under certain constraints. It addresses only the horizontal as-
pect of structural diversity and does not explicitly consider the
other components.

The diameter distributions presented in this paper are not
meant to be used as practical stocking guides by the manager
or policy maker interested in diversity considerations. Rather,
this paper is methodological in intent, providing the model for-
mulations necessary to produce such guides on the desired for-
est stands. The methodology is developed using growth and
economic information which allows comparison with other sim-
ilarly constructed stocking guides found in the literature such
as physical- and investment-efficient distributions (Adams and
Ek 1974, Adams 1976). Therefore, the growth and economic
components, and thus the resulting distributions, may have lit-
tle or nothing in common with the actual conditions of other
communities in the northern hardwoods forest type.

AVERAGE SPECIES RARITY, DIVERSITY,
AND DIVERSITY ORDERING

In this section we discuss the concept of community diver-
sity as average species rarity, first put forth by Patil and Taillie
(1979). Throughout this discussion we speak in terms of a con-
ceptual community, C, which is composed of s species. How-
ever, it is important to realize that “species” is simply a conve-
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nient label for the categories into which we aggregate individu-
als, and that the names or labels of the individuals themselves
are of no consequence. In addition, in this discussion we define
abundances in terms of numbers of individuals (by species).
That is, in an s-species community, the absolute abundances
are given as Ny, Na,..., N, such that 3 ] | N; = N, the total
number of individuals. Just as “species” is used generically for
some method of categorization, other measures of abundance
could also be used; these include biomass, board foot or cubic
foot volume, basal area, or any other mensurational quantity.
Patil and Taillie (1979) summarize this concept quite succinctly

For the diversity-related conceptualization, what con-
stitutes the total or unit quantity is not of particu-
lar interest. What the actual categories are is not
of any consequence either. The important concern
is about the nature and the degree of apportionment
being more diverse or less diverse... (p. 4)

With the above thoughts in mind, we find that the abso-
lute abundances and total number of individuals in a commu-
nity are quantities of little use in diversity considerations; the
apportionment, or relative distribution of individuals and the
number of species are of primary interest. The relative abun-
dance vector for a community is given by = = (rq,...,7,),
where 7; = N;/N; therefore, 3°;_, 7; = 1. The total number
of species in the community, s, is called the species richness;
the conceptual community may therefore be written as C(s, ),
or simply C(x) since s is implied in the dimension of 7. Now
consider a community such that all species have the same rel-
ative abundance; that is, 7; = 1/s = ng for all ¢, so that s
alone determines the abundance vector. Such a community is
denoted Cg(s) and is termed the completely even community.

Diversity is defined here as average community rarity. The
rarity of species i is a quantitative measure associated with
that species and is denoted R(i;x), or simply E(m;). Patil
and Taillie (1979, 1982) discuss two types of rarity measures:
rank-type and dichotomous-type. The dichotomous-type rarity
measure derived by them is used here; it is given by

ﬂ Y

Rarity is a species property while diversity is a property of
the community. To determine community diversity, rarity is
considered a measurable random variable and diversity is given
as its expectation, E[R(7;)]. Therefore, using the dichotomous
rarity index we find that the diversity for community C'(s,x)
is

Rpg(m;) = -0 < 3 < o0, (1)

Ap(x) = miRp(m) = L‘*B‘-}-—-—l, g>-1. (2)

i=1

The restriction on the parameter § is required in order that
Ap(z) have certain desirable properties (see Patil and Taillie
(1979, 1982) for more discussion). Note that the normal limit-
ing definition is used at 8 = 0 for both Rg(7;) and Ag(x).

The use of Ag(x) as the diversity measure has two im-
portant consequences. First, three of the common ecological
diversity indices are special cases of Ag(z). When 8 = —1,
A_1(x) is the species count; at § = 0, Ag(x) is the Shannon
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index; and at 8 = 1, Ay(x) is the Simpson index. This ties
the Ap(z) definition of diversity in with much of the ecological
literature on diversity both past and present.

The second important consequence of using Ag(x) is that
if § is allowed to vary while x is held fixed, a plot of Ag(z) by
3 yields a diversity profile. Figure 1 presents diversity profiles
for a hypothetical community with = = (.1,.5,.1,.05,.25) and
the completely even community Cg(5). The diversity profiles
present a way of ordering the diversity of different communities.
In general, if C(s,z') and C(s,z") are two different communi-
ties, and Ag(z’) > Ag(z”) for all 3, then community C(s,z’)
is intrinsically more diverse than community C{s,z") (Swindel
et al. 1987). Therefore, in Figure 1, the completely even com-
munity is intrinsically more diverse than the other community
with abundance vector given above.

Even Community
"]~ -~ Community 2

R SO N S S U S VO A B B
~0.8 -0.6 —=0.4 -0.2 -0.0 0.2 04 0.6 0.8 1.0
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Figure 1. Ag(zm) profiles for two hypothetical 5-species com-
munities.

Any number of diversity profiles may be plotted against
one another. The risk of comparing too many communities
in one plot is that they may grade into each other at one or
more points, and it may be difficult to determine whether they
intersect or not, depending upon the resolution of the graph.
If two profiles intersect, then they are not intrinsically com-
parable in terms of diversity. However, some statement still
may be able to be made about diversity using the profiles.
Note in Figure 1 that when S is small (close to —1), Ag(x)
is more sensitive to rare species than when § is large (close to
+1). This can easily be seen by noting that A_,(z) yields the
species count index in which all species, irrespective of the asso-
ciated community abundance vector, receive the same weight.
However, Simpson’s index (A1(z)) is very insensitive to rare
species. Therefore, 3 may be interpreted as a “sensitivity”
parameter. For example, in a mature, even-aged, mixed Ap-
palacian hardwood forest, the forester may be very sensitive
to the occasional “high-value” species (e.g. black walnut) in
this community. The forester might choose # = —1 to measure
diversity in this case. The red-eyed vireo, however, who sees
an unbroken canopy of choice mature oak habitat for nesting
and foraging, would be more interested in measuring diversity




at larger § since abundance of what it considers “high-value”
species is of primary importance.

The possible intersection of Ag(x) profiles and their inter-
pretation brings up an important point. Different diversity in-
dices may order communities in an inconsistent manner (Patil
and Taillie 1979, 1982, Swindel et al. 1987). For example, if
two profiles cross between 3 = 0 and § = 1, then the species
count and Shannon indices would order the two communities in
the opposite sense to Simpson’s index. Therefore, the diversity
profiles given by Ap(x) yield a method for catching such dis-
parities and associated possible incorrect interpretations which
may go unrecognized if indices alone are used.

MAXIMIZING DIVERSITY

In the previous section it was noted that for any given
vector of relative abundances m, a diversity profile could be
generated by allowing g to vary in (2). In this section we view
Ag(z) in the opposite sense: we hold 3 fixed and allow z to
vary subject to the constraints that 3 > —1 and Y/, 7 = L.
When this is done a diversity surface is generated at S.

Figure 2 presents a triangular chart of a three species
(s = 3) community. Each of the three axes of the chart are
scaled such that 0 < m; < 1,7 =1,...,3. This type of a chart
is useful for envisioning the diversity surface since it automat-
ically incorporates the constraint Y ;_, 7; = 1. The contours
plotted on the interior of the chart represent the level curves
of the Ag(z) diversity surface when § = 1. Any corner point
on the chart represents a single species community, edges are
two species communities, and interior points are three species
communities. The chart clearly shows for § = 1 that the Ag(x)
diversity surface reaches its maximum at the center—the com-
pletely even community.

Figure 2. Ap(x) diversity surface at 8 = 1 for all 3-species
communities.

A similar chart is shown in Figure 3 for the Ag(x) sur-
face at 3 = 2. Note the slight difference in the shape of the
diversity surface level curves when compared with Figure 2. In
Figure 3 the curves are less circular and are beginning to be-
come somewhat “triangular” in shape. Indeed, if the Ap(x)
surface is plotted as § — oo, the level curves become more and
more triangular. The maximum again is clearly seen to occur
at the completely even community when § = 2.

1

T3

Figure 3. Ap(z) diversity surface at § = 2 for all 3-species
communities.

The result that the completely even community maximizes
diversity for a given number of species s is well known (Patil
and Taillie 1979, 1982, Pielou 1974, Solomon 1979). In general,
the problem may be formulated for Ag(x) as

Max Ap(z)
{z}

s
St er,- =7r'l1=1
i=1

1t is straightforward to show that the solution to (3) is Cg(s).
This is an interesting finding because it allows the introduction
of an alternative objective function into model (3). We find
that maximizing (3) is the same as the following problem

3)

8
Min 2 |7 — il

i=1 4
() @
St : Zx,:zg’l: 1

=

The diversity surface for this formulation is presented in Figure
4. Note the difference in the shape of the level curves in this
surface when compared to Figures 2 and 3; the level curves for
(4) are hexagonal. This surface is minimized at the completely
even community, implying that diversity is at its maximum.
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Figure 4. Model (4) diversity surface for all 3-species commu-
nities. (Note that the surface is actually piecewise linear.)

MAXIMIZING DIAMETER CLASS DIVERSITY
Model Formulation

In this section we consider an uneven-aged northern hard-

woods stand and pose the question: Given certain stocking,

economic, and biological growth constraints, what is the di-
ameter distribution which maximizes diameter class diversity?
Based on the results of the last section, the non-technical an-
swer is that it is the diameter distribution which is most nearly
even. However, the result will not be a completely even diam-
eter distribution if the constraints impose any true restriction
on the diversity surface.

Under the current scenario, notice that “species” has now
become synonomous with diameter class; therefore, s is now
the number of diameter classes which is held constant here.
Relative abundances composing 7 are determined in the classi-
cal sense, in terms of number of trees per acre. Therefore, the
quantitative measure of “number of individuals” remains the
same as in the previous discussion.

We adopt as a mathematical programming model struc-
.ture, the basic Adams and Ek (1974) paradigm which has been
used in numerous studies in recent years (see Gove and Fair-
weather (1991) for a literature review). Two general model
formulations are presented—both are solved as nonlinear pro-
grams. The concepts discussed in the previous section may be
extended to s > 3 in these two models to maximize diameter
class diversity. The first formulation in equation set (5) maxi-
mizes the diameter class diversity using the objective function
from (4); this is termed Model L.

8
Min E} lrg — m
Fos

{E} - (5)
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s
St: ZF;:E’l:]
i=1

N(@®)-Ni(t-1)20, i=1,...,8+1

0<m<1
BPA = PSL
LEV = ESL

8= The number of diameter classes (“species”); s =
9 in this study. The diameter class width used
was 2 inches, with a minimum diameter of 6
inches. '
Ni(t — 1) = The number of trees in diameter class i in the

‘ optimal stand at the beginning of the 5-year
growth period.

Ni(t) = The number of trees in diameter class 7 in the
optimal stand at the end of the 5-year growth
period, given the growth dynamics predicted by
the growth model.

BPA = The total basal area per acre in the optimal
stand (taken at the midpoint of the 2-inch di-
ameter classes).

LEV = Theland expectation value for the optimal stand
computed at 3 percent alternative rate of return.
The individual tree values used in the computa-
tionjof LEV are Martin’s (1982) fair site (site
indek 55) values.

PSL = Some physical stocking level of basal area per
acre.

ESL = Some economic stocking level in present value
dollars per acre.

Model I maximizes Ag(x) with the added constraint that
[ must be fixed; the rest of the model is the same as Model 1.
The complete formulation is given in equation set (6)

Max Ag(x)
{z}

k3
St : Zw;:zr_’,l_:l
i=1

Ni(t) - Ni(t-=1)20, i=1,...,8+1

(6)

0<m; <1
BPA = PSL
LEV = ESL
B =b,

where 3 may be fixed at any value b such that —1 < b < oo.

The growth dynamics for both formulations are modeled
with a simple set of nonlinear whole-stand diameter class growth
equations, first presented by Adams and Ek (1974). Therefore,
the diameter distribution recovered in the optimal stand is for
the entire community composed of all species with minimum
diameters greater than 6 inches—no individual species distri-
butions are available.

The physical stocking constraint on basal area and the
economic constraint on LEV are what keep the solution from
either model feasible from a biological perspective. If both
of these are set simply to be positive, Model I will lead to
a degenerate solution; Model II may find a feasible solution




with nonzero z, however, ‘the stand basal area and trees per
acre will effectively be zero. Therefore, the growth constraints
alone do little to determine a biologically reasonable solution.
In addition, if only one of these two constraints is used and it
is restricted between lower and upper bounds {e.g. BPAL <
BPA < BPAy), both models always seem to find a solution at
the lower bound.

Other constraints may be added to either formulation.
Volume, weight and value growth constaints are just three ex-
amples which could either be added or substituted into either
model. In addition, a probability density or mass function may
be used to model the 7 in a similar manner to Martin’s (1982)
use of the two-parameter Weibull distribution, though the find-
ings of Bare and Opalach (1988) should be considered before
so doing.

Model Results

Models I and II were optimized using the generalized re-
duced gradient program GRG2 (Lasdon and Waren, 1986).
Solutions were found at several different economic and phys-
ical stocking combinations; all solutions presented satisfied the
Kuhn-Tucker stationary conditions.

Table 1 presents solutions to Model I with LEV constrained
only to be positive, but with stand basal area set at several dif-
ferent stocking levels. Note that the diameter distributions in
Table 1 are not completely even; this is a consequence of the
constraints on growth and basal area which are all binding in
both model formulations. A plot of the Ap(x) profiles for these
three communities is shown in Figure 5. The distribution at
60 ft? is the most diverse community according to the intrinsic
diversity ordering of the Ag(x) profiles, In addition, the even-
ness criterion correctly orders each community with respect to
diversity in this example.

o i i
-1.0 =-0.5

"} ———— 80 Square Feet
- = 80 Square Feet |
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Figure 5. Ap(z) profiles of maximum diversity diameter dis-
tributions for Model I at different basal area stocking levels.

The most striking aspect of the distributions in Table 1
is that LEV is zero for all solutions. The reason for this is
that LEV and evenness work against each other in these for-
mulations. In order to even-out a distribution (i.e. maximize
diversity), as many trees as possible are put into the larger
diameter classes. This happens in accordance with satisfying
the growth and BPA constraints until LEV reaches its lower
bound of zero. However, trees in the sawtimber size classes
(2 12 inches) contribute substantially more to holding costs in
the calculation of LE'V; therefore, few trees are needed in these
classes to drive LEV to zero, Thus the positive constraint on
LEV is a mechanism which works against evening-out the dis-

Table 1. Maximum diversity diameter distributions for Model I at different basal area stocking levels.

Basal Area Per Acre

Diameter Value
Class 60 ft? 80 ft? 120 ft? Per Tree®
Trees Per Acre
6” 18.44 30.03 64.63 0.11
8” 13.66 21.90 45.62 0.30
10” 10.67 16.86 34.16 0.54
127 8.63 13.47 25.02 3.83
14” 7.16 11.05 20.08 6.15
16” 6.05 9.25 16.35 8.61
18" 5.20 7.87 4.80 11.23
207 4.52 3.01 0.11 14.66
227 1.47 0.56 0.04 17.79
Total TPA 75.80 114.00 210.81
LEV $/Acre 0.00 0.00 0.00
Evenness® 0.467401 0.554299 0.718561

@The tree values used are from Martin’s (1982) fair site guides; values for 24” and 26” trees used by Martin were $21.19

and $24.97 respectively.
*Evenness is defined as 3.;_, |7g — 73|
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Table 2. Maximum diversity diameter distributions with 80 ft? of basal area per acre for Model II at different 3.

B
Diameter
Class 0.01 1.0 10.0 100.0
Trees Per Acre
6” 30.53 29.99 30.03 34.78
8" 22.26 21.87 21.90 25.29
10” 17.13 16.84 16.86 18.51
127 13.69 13.45 1347 10.29
14" 11.22 11.04 11.05 8.47
16” 7.66 9.24 9.25 7.11
18” 6.53 7.86 7.87 6.06
20” 3.03 2.66 3.01 5.24
22" 2.01 0.89 0.56 1.91
Total TPA 114.06 113.84 114.00 117.66
LEV $/Acre 0.00 0.00 0.00 0.00
Evenness 0.577137 0.554539 0.554299 0.669038

tribution at optimality. Indeed, if LEV were left unconstrained,
it would be driven negative in the optimal solution, resulting

in a more diverse community than the 60 ft? solution in Table

1. Such a result may be reasonable if financial considerations
are of no concern to the manager.

Maximizing Model II is not as straightforward as mini-
mizing Model I. The reason for this was pointed out earlier:
inasmuch as different diversity surfaces are generated at each
B, Ap(x) should be optimized several times, each at a different
level of 8 to allow for comparison of the resulting distributions.
Table 2 presents the results of this process for four different
levels of B at 80 ft? of basal area per acre. All of the con-
straints (with the exception of §) have remained the same in
each of these solutions; therefore, the solution space has not
changed—the only difference contributing to the slightly dif-
ferent results is the shape of the diversity surface at each .
This phenomenon may be envisioned quite readily by imagin-
ing one or two simple linear constraints in Figures 2-4. Note
that, depending upon how the constraints are arranged in these
figures, the optimal solution may be slightly different in each
case. This same reasoning applies to the results in Table 2.}

The results in Table 2 show a range of only four trees per
acre difference between the resulting stands; therefore, from
both a biological and practical perspective, there is no differ-
ence between the resulting distributions at different 3. Tech-
nically, the value of the evenness statistic might be used to
judge which of these distributions is in fact the most diverse
at the 80 ft? level. However, the evenness criterion is only a
one-dimensional statistic and has not been shown to order com-
munities consistently for a given s as have the Ag(z) profiles.
Indeed, a plot of the four Ag(x) profiles (not shown) reveals

t Special care was taken in all of the solutions to use the
smallest convergence tolerences possible while still meeting the
Kuhn-Tucker stationary conditions. This insures that the so-
lutions do not differ because of sensitivity to the convergence
tolerance magnitude.
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that they are not intrinsically comparable since the profiles
cross. In this case, it seems reasonable to pick the community
at 8 = 10 since it has the smallest evenness and is the solution
to Model I (see Table 1). Given the practical considerations,
nothing is compromised in this decision.

One further cautionary note is in order when optimizing
Model IL. If 3 is set equal to —1, the diversity surface generated
by Ap(z) is a constant at s — 1 for all 1 as noted earlier. In
this case, the only factors restricting the solution are the con-
straints, and any point which satisfies the constraints within
the feasible solution space may be chosen as a solution. Thus
Model II should never be optimized at § = —1 as solution vec-
tors having little relation to the results of Model I may result.
In addition, if 8 is left unconstrained in Model II, the same
result occurs since § — —1 in this case. '

The results of adding a LEV constraint different from zero
to Model I are shown in Table 3. The first distribution con-
strains LEV to be $100 per acre while allowing BPA to go
free. The other two distributions constrain both LEV and BPA.
Comparing the 60 ft> and 80 ft* distributions in Tables 1 and
3 clearly shows that the affect of the LEV constraint is to add
more trees to the smaller diameter classes, while removing trees
from the larger sawtimber classes. This causes a decrease in the
holding costs, allowing LEV to increase over the distributions
in Table 1. It also decreases the evenness statistic and there-
fore the diversity as expected. This illustrates the interplay
between evenness and LEV alluded to above.

CONCLUDING REMARKS

The models presented provide a framework for quantita-
tively considering diversity as part of natural resource mathe-
matical programming models. Diversity here is considered the
objective to be maximized in both model formulations. How-
ever, there is no reason why it could not be reinterpreted into
constraint form if some other objective was desired. The limit-
ing factor in these formulations is the nonlinearity of the Ag(x)
function, requiring solution techniques which necessarily fall



Table 3. Effects of constraining LEV on maximum diversity
diameter distributions for Model 1. ,

Basal Area Per Acre
Diameter
Class 50.7¢ ft? 60 ft? 80 ft?
Trees Per Acre
6" 26.78 25.56 42.38
8" 19.79 18.84 30.72
107 15.42 14.64 23.53
127 11.34 11.80 18.71
14” 9.40 9.75 15.28
16” 4.98 8.22 4.64
18” 2.25 5.06 3.62
20” 0.07 0.15 1.93
227 0.03 0.00 0.00
Total TPA 90.06 94.02 140.81
LEV $/Acre 100.00 60.00 80.00
Evenness 0.739646 0.618121 0.749250

2The BPA constraint was free in this distribution.

within the realm of nonlinear programming. Biologically and
mathematically such nonlinearity makes sense, however, it ex-
cludes the explicit use of such functions in large linear program-
ming models such as those used in national forest planning. Di-
ameter distributions produced by solving (5) could, however,
be incorporated into linear programming models in the form of
alternative management scenarios.

The solutions of Models I and II suggest that both models
will give approximately the same answers. However, because of
the nature of the diversity surfaces generated in these models
and the uncertainty of diversity ordering based on a single index
like evenness alone, it is recommended that both models be
solved, as was done in the previous section. In addition, Ag(x)
profiles should always be plotted when comparing models for
diversity ordering. Other profiles are available and may also be
useful. For example, in comparing the distributions of Table
2, the Ap(x) profiles plot very close to each other, and it is
difficult to determine if and where they cross. In this case the
right tail-sum profiles of the relative abundance vector were
extremely helpful (see Patil and Taillie 1979).

In each of the tables presented the absolute abundance
vectors are given because this measure is necessary for man-
agement. It is therefore possible to incorrectly interpret the re-
sults of these tables by trying to judge evenness based merely on
the diameter distributions alone, while not taking into account
the respective total trees per acre. In addition, the “species
richness” was held constant for each distribution to facilitate
comparison. If new distributions were generated with differ-
ent numbers of diameter classes, this would also enter into the
subsequent evaluation of diversity ordering. It should be re-
membered that the relative abundances and species richness
are the keys for evaluating diversity.

Models I and II were kept relatively simple in order to
introduce the concept of maximizing diversity and related di-

versity ordering. For example, x is treated as a deterministic
vector in both models. Actually, because of the stochastic na-
ture of the underlying growth equations, x is a random vector
with unknown sampling distribution (Gove and Fairweather,
1991). In addition, we only treated the whole stand diameter
distribution in this paper. Extensions of these two models are
readily apparent, with future work involving species and struc-
tural components as well as possible inclusion of nontimber-
related constraints (e.g. wildlife habitat),
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DETERMINING FOREST MANAGEMENT REGIMES
VIA PSEUDODATA ANALYSIS!

Terry P. Harrison? and Richard D. Twark?

Abstract.— Pseudodata analysis is broadly defined as the use of
models (rather than empirical observation) to collect data. Most
frequently, this pseudodata is used to develop a simpler, or reduced
form of the original model. The goal is to capture a significant
portion of the model’s performance with a much smaller set of

equations and variables.

Here we describe our work on the development of a generalized pro-
cedure for determining near optimal forest management strategies
based on a particular growth and yield model. The key result is to
determine the number, timing, and intensity of harvest as a func-
tion of exogenous parameters (site index, discount rate, pulpwood
and sawtimber prices). We do this by first developing a set of pseu-
dodata from the growth and yield model. This data represents the
optimal harvest regimes for various combinations of the exogenous
variables, requiring the solution of thousands of individual opti-
mization problems, Least squares is used to create the reduced form
model from the pseudodata. Based on the performance of our re-
gression, we conclude that pseudodata analysis is a viable method
for developing forest management strategies from underlying growth

and yield models.

KEYWORDS: Optimization, regressiozﬁ, forest growth and yield

Introduction

Determining the optimal number, timing, and inten-
sity of harvests is a major theme of forest management.
Through the spatial and temporal manipulation of the for-
est, one heavily influences both the financial and ecological
outputs. For example, timber production, wildlife habitat
(and indirectly, wildlife populations), aesthetics, and recre-
ation are key forest outputs that are directly affected by
stand characteristics.

1 Presented at the 1991 Systems Analysis in Forest
Resources Symposium, Charleston, SC, 3-7 March 1991

2 Associate Professor of Management Science, Penn State
University, University Park, PA 16802
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A prerequisite to making wise management choices
is the ability to predict the response of the forest to
various cutting and cultural practices. For example, one
of the most widely used methods of developing forest
management plans is to enumerate a collection of possible
management strategies, predict the response of the forest
under each of the strategies, and then choose a subset of
the strategies to optimize one (or several) management
objective(s), possibly subject to various types constraints.
With this approach, the final outcome is heavily dependent
on the underlying growth and yield model.

We develop a new and non-traditional approach to
determining forest management regimes based on the idea
of pseudodata analysis. Pseudodata are not obtained in
the traditional sense via empirical observation. Rather,
the pseudodata is the output of some other model. For our
analysis, the pseudodata is the optimal (or near optimal)
number, timing and intensity of harvests (endogenous



variables) for a given set of values for site index, discount
rate, pulpwood price and sawtimber price {exogenous
variables). With this collection of data, we determine

a regression equation that predicts the optimal value of
the endogenous variables as a function of the exogenous
variables so as to maximize the net present value of the
stand.

The use of a pseudodata model offers the following
features:

1. provides an opportunity to view the performance of
the underlying growth and yield model when used to
drive an optimization;

2. permits a better understanding of the management
implications of using a particular growth and yield
model;

3. facilitates investigation of the relative effects of exter-
nal (exogenous) variables such as site index, discount
rate, and stumpage prices on optimal strategies;

4. provides management guidelines that are easy to
develop and use.

Data Generation

All yield data in this study were generated from the
old field loblolly plantation growth and yield simulator of
the YieldPLUS system (Hepp [1987]). YieldPLUS in an
integrated software package which provides the ability to
interactively simulate the growth and yield of a number
of different stand types. It also includes a collection of
financial analysis options.

The loblolly plantation simulator is based on the re-
sults of a number of different authors. The survival and
Weibull distribution estimating equations (unthinned
stand) and diameter class/height relationships are from
Smalley and Bailey [1974]. The site index curves are from
Smalley and Bower [1971]. The cubic foot volume esti-
mates are from Smalley and Bower [1968); while board foot
and topwood volume are from Burkhart, Parker, Strub,
and Oderwald [1972]. Taper equations and weight esti-
mates are from Bailey, Grider, Rheney, and Pienaar [1985].
Basal area growth after thinning is based on Burkhart and
Sprinz [1984]. Survival after thinning is taken from Lemin
and Burkhart [1983]. The stand table projection is devel-
oped from Clutter and Jones:[1980].

The pseudodata were obtained by placing a mesh over
the space of endogenous and exogenous variables (see Ta-
ble 1). For a fixed combination of exogenous variables, the
set of values of the endogenous variables that resulted in
the highest net present value was selected. This resulted
in 2240 optimal management regimes (observations) over a
wide variety of stand and economic conditions, represent-
ing approximately 16 million individual simulations.

Model Development

As an aid to the process of model development, we
performed a series of preliminary analyses to evaluate the
extent to which the numerical data and some initial rela-
tionships seemed “reasonable” or agreed with our a priori
expectations. Exploratory data analysis involving descrip-
tive statistics, boxplots, scatter diagrams, and simple cor-
relation coefficients were used. Boxplots provided a quick
visual picture of the range, first and third quartiles, and
median value for each variable, while scatter diagrams were
useful to assess potential linear and nonlinear associations
between selected variables.

The use of pseudodata does not permit the usual tests
of statistical significance such as the F-test or Student
t test for individual regression coeflicients. However,
measures such as R? and least squares residuals do provide
a measure of how well the models performed. Here we view
least squares purely as a numerical method for obtaining
a best estimate (according to a particular metric) for the
individual model parameters.

Because of the simplicity and ease of interpretation
of parameters for linear models, our initial efforts focused
on simple linear and then multiple linear correlation and
regression analyses for net present value. Tables 2-5 show
the resulting R? values. Rather than directly include
the number of harvests as an endogenous variable, we
developed a separate model for each value of number of
harvests (1-4).

For these simple linear models, discount rate ranked
highest among the four exogenous variables in explaining
the variation in net present value. The proportion of
variation in NPVmaz explained by discount rate alone
ranged from 42% for the one harvest model to 56% for the
four harvest model.

We investigated the extent to which multiple linear
relationships could be used to explain NPVmaz using the
four exogenous variables. While the linear relationships
were relatively strong, (R?’s around 70% to 80%) other
preliminary analyses suggested that substantial nonlinear
effects were also present.

We tried various log-linear models with limited suc-
cess. However, since we had so few exogenous variables,
our belief was that a complete second order model would
better capture the curvature and interaction which was
present in some of the earlier analyses.

The complete second order model (Mendenhall and
Sincich [1989]) consists of an endogenous variable ex-
pressed as a quadratic function of 4 exogenous variables,
resulting in a total of 14 independent variables (all one and
two way combinations of the four exogenous variables).
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Therefore the model for the i** endogenous variable is
given by:

Y; =80 + B1SI + B2R + B3PP + B4SP + BsSI? + BsR*+
B1PP? 4 B3SP? + BySI x R + BroSI x PP+
B115I x SP + B19R x PP + B13R x SP+
B14PP x SP + ¢

where € i1s the usual error term, the §;’s are estimated
using ordinary least squares, and SI, R, PP and SP are site
index, discount rate, pulpwood price and sawtimber price,
respectively.

We used the RSREG procedure of SAS (SAS Insti-
tute [1985]) to fit the quadratic response surface for each of
the endogenous variables (harvest ages and residual basal
area after thinning) for one harvest, two harvest three har-
vest and four harvest models. The output of RSREG pro-
vides not only the traditional statistical output of ordi-
nary multiple linear regression software, but also indicates
how much of each effect (i.e., linear, quadratic, and cross-
product) and each factor contributes to the overall fit of
the model.

The resulting models performed very well in predicting
both NPVmaz and NPVmin, with R%s ranging from 0.946
to 0.985 (Table 7). Figure 1 contains a representative
plot of predicted versus actual net present value for the
four harvest model. Harvest ages and residual basal areas
were not as well described. It appears that the timing
of intermediate harvests in a multi-harvest regime is
less sensitive to the exogenous parameters than the final
harvest. For example, the R%s for predicting harvest ages
1-4 in a four harvest regime were 0.612, 0.493, 0.724,
and 0.754 respectively. This pattern also existed for the
two and three harvest models. The residual basal area
model exhibited similar results. Figures 2 and 3 show
representative plots of predicted versus actual harvest age
and residual basal area.

There was a wider variation between NPVmaz and
NPVmin as site index increased. This seems reasonable
in that a low site stand will be relatively less sensitive
to harvesting strategy with respect to net present value.
The response surface appears to be rather flat, indicating
that a deviation from the optimal regime does not severely
penalize the resulting net present value. As expected, the
NPVmaz models are strongly correlated positively with
site index and strongly correlated negatively with discount
rate.

The mean values for harvest age and residual basal
are for each of the second order models is contained in
Table 6. Rotation length varied from 26 years with the
one harvest model to 36 years in the four harvest model.
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Residual basal area for all harvests were in the 60-70 ft.?
range.

Conclusions

We have applied the general framework of pseudodata
analysis to the issue of developing a simple model of
directly determining optimal harvesting strategies with
respect to maximizing net present value. All pseudodata
were derived from the old field loblolly pine plantation
model in the YieldPLUS system (Hepp [1987]). The
endogenous variables (present net worth, harvest ages
and residual basal area) were modeled as a function four
exogenous variables (site index, discount rate, pulpwood
price and sawtimber price).

We found the complete second order approach to
provide the best model. The ability to capture cross
product and second order effects was clearly critical.
Additional work is needed to validate this pseudodata
method on other growth and yield models, and potentially
to other models of stand outputs.
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Table 1. Values for Optimization Variables

. Minimum | Mazimum
Variable Type Value Value Increment
Site Index Exogenous 40 70 5
Discount Rate Exogenous 1% 7% 2%
Pulpwood Price Exogenous $10 $40 $10
Sawtimber Price Exogenous $100 $200 $25
Number of Harvests Endogenous 1 4 1
Harvest Age 1 Endogenous 15 years 40 years 5 years
Harvest Age 2 Endogenous | 20 years 40 years 5 years
Harvest Age 3 Endogenous | 25 years 40 years 5 years
Harvest Age 4 Endogenous 30 years 40 years 5 years
Residual Basal Area 1 | Endogenous 40 ft.2 90 ft.2 10 ft.2
Residual Basal Area 2 | Endogenous 40 ft.2 90 ft.2 10 ft.2
Residual Basal Area 3 | Endogenous 40 ft.2 90 ft.? 10 ft.2
Table 2. R*—One Harvest Model
Endogenous Site Discount | Sawtimber | Pulpwood

Variable Index Rate Price Price
NPVmax 0.256 0.423 0.003 0.114
NPVmin 0.317 0.271 0.005 0.109
NPVdif 0.107 0.474 0.001 0.077
Harvest Age 1 | 0.038 0.231 0.034 0.411
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Table 3. R?—Two Harvest Model

Endogenous Site | Discount | Sawtimber | Pulpwood
Variable Index Rate Price Price
NPVmax 0.218 0.547 0.029 0.028
NPVmin 0.250 0.338 0.005 0.134
NPVdif 0.092 0.529 0.059 0.012
Harvest Age 1 0.019 0.096 0.062 0.203
Harvest Age 2 0.088 0.561 0.045 0.078
Residual Basal Area 1 | 0.305 0.130 0.023 0.001

Table 4. R?—Three Harvest Model

Endogenous Site Discount | Sawtimber | Pulpwood
Variable Indez Rate Price Price
NPVmax 0.215 0.553 0.035 0.024
NPVmin 0.253 0.351 0.005 0.142
NPVdif 0.077 0.513 0.077 0.030
Harvest Age 1 0.033 0.082 0.068 0.203
Harvest Age 2 0.007 0.408 0.016 0.096
Harvest Age 3 0.097 0.589 0.018 0.050
Residual Basal Area 1 | 0.294 0.243 0.006 0.001
Residual Basal Area 2 | 0.095 0.558 0.003 0.002

Table 5. R?—Four Harvest Model

Endogenous Site Discount | Sawtimber | Pulpwood
Variable Indezx Rate Price Price
NPVmax 0.213 0.558 0.038 0.022
NPVmin 0.295 0.379 0.009 0.103
NPVdif 0.035 0.556 0.090 0.304
Harvest Age 1 0.050 0.063 0.079 0.230
Harvest Age 2 0.004 0.307 0.004 0.062
Harvest Age 3 0.025 0.603 0.006 0.031
Harvest Age 4 0.046 0.634 0.003 0.022
Residual Basal Area 1 | 0.257 0.252 0.006 0.003
Residual Basal Area 2 | 0.023 0.495 0.026 0.064
Residual Basal Area 3 | 0.010 0.790 0.004 0.001




Table 6. Mean Values—Complete ‘Second Order Models

FEndogenous Harvests
Variable 4 3 2 1

Harvest Age 1 (years) 16.3 | 164 | 16.4 | 26.2
Harvest Age 2 (years) 25.0 | 27.2 | 30.9
Harvest Age 3 (years) 31.0 | 339
Harvest Age 4 (years) 36.2
Residual Basal Area 1 (ft.2) | 62.7 | 63.6 | 62.4
Residual Basal Area 2 (ft.2) | 70.9 | 64.4
Residual Basal Area 3 (ft.2) | 58.6

Table 7. R?*—Complete Second Order Models
Endogenous Harvests
Variable 4 3 2 1

NPVmax .985 | .983 | .982 | .976
NPVmin 974 | 959 | 950 | .946
Harvest Age 1 612 | 544 | .558 | .830
Harvest Age 2 493 | 606 | .824
Harvest Age 3 724 | 794
Harvest Age 4 754
Residual Basal Area 1 | .755 | .763 | .712
Residual Basal Area 2 | .656 | .741
Residual Basal Area 3 | .897
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Figure 1. NPVmax—Four Harvest Model
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Moreover, the decisions taken at one hierarchical level act as
constraints on the lower level decisions. In turn the information
from the lower levels of the process feedback information to the
upper level decision processes. This information feedforward/
feedback is illustrated in Figure 1.

Anthony's main observation is that decision problems at each
of these level differ in time horizon, management level involved
in the decision process, source and detail of information and the
uncertainty and risk associated with the decision outcome. Table
1. indicates the characteristics appropriate to each type of
decision problem. A key observation is that at all levels,
decision making is a dynamic process with information and
plans constantly changing. However, information feedforward
and feedback enables most organizations to function effectively.
Resource availability developed with the long term viewpoint of
the strategic level feeds forward capacity information to the
tactical decision process. Thus annual budgets and plans can be
developed without explicit concern as to capacity change.
However the process of tactical planning often leads to insight as
to the effect of availability of additional resources and this
feedsback to the strategic planning process.

Table 1. Characteristics of Decision Problems in Hierarchy

Strategic Tactical Operational

Characteristicy Planning Planning Control
Objective Resource Resource Execution

acquisition| utilization
Time Horizon| Long Middle Short
Level of Top Middle Low
Management
Scope Broad Medium Narrow
Source of External External Internal
Information | &Internal | &Internal
Level of Highly Moderately] Very
Detail Aggregate | Aggregate | Detailed
Degree of High Moderate Low
Uncertainty
Degree of High Moderate Low
Risk

Similarly the results of a tactical plan provide constraints on

short term operating decisions that guarantee that the resources
>f the firm will be used efficiently. This means, that within these
‘onstraints, operating management can focus on the short term,
letailed issues of scheduling without destroying longer term
serformance. Conversely, problems of feasibility of short term
perational control provide feedback to the tactical planning
yrocess.

IIERARCHICALLY STRUCTURED PLANNING SYSTEMS

The concept of hierarchical planning systems arises from the
nought that if we can indeed structure a hierarchy of decisions
s discussed above and if management of enterprises is itself
rganized hierarchically, then it may well logically follow that
1e planning process should be organized in a hierarchical
ashion. The result has been the development of what has come
) be known as a hierarchical planning process. Some of the
istory of this approach to planning is discussed in Hax and

Candea. A number of implemented examples are given in
Bradley, Hax and Magnanti.

There are four main aspects of hierarchical planning that we
wish to emphasize. These involve i) the use of separate models
for each hierarchical level, ii) the rolling planning horizon
implementation of model solutions, iii) the role of hierarchical
planning in coping with uncertainty and iv) the mirroring of
corporate organizational structure.

: The first concept of hierarchical planning is
that of using separate models for each hierarchical level.
Instead of trying to develop one large model encompassing
all aspects of an enterprise, separate models (or separate
decision processes) are used at each level. Normally upper
level models will be based on aggregate data, particularly
for time periods far removed from the current decision point.
The upper level models will be used to provide appropriate
constraints for the lower level, shorter term model. Detailed
information is required only for the short term decision
problems for which it is likely to be more accurate.

Rolling Planning Horizon Implementation: The second key
concept is implementation via a rolling planning horizon.
The strategic model may develop a capacity plan but only the
immediate decisions of that plan are explicitly implemented.
Before implementing later phases, we will develop an
updated plan. For a one year tactical model, the solution of
the model may be implemented in terms of immediate
commitments for one month. Before implementation of the
second month the tactical model will be run again with
updated information. Similarly, the lower level operational
model may be for several weeks and this model will be
updated and re-run every week. The overall result is that
planning is no longer thought of static "once-for-all-time"
concept but as a dynamic ongoing activity.

Recognition of Uncertainty; Implicit in the hierarchical
approach is a recognition that the planning environment is
uncertain and that the most uncertain data is detailed
information for time periods far removed from the current
period. The use of an aggregate tactical level model, enables
the process to provides broad guidance to policies that
attempt to optimize the performance of the enterprise over
time while leaving detailed decisions to be made when more
accurate information is available as to data and system state.

in ization : One advantage of a
hierarchical approach is that each model will be aimed at a
specific level of management. Management at one level see
model results which do not include the details that are, for
the most part, inappropriate at their level. Furthermore, the
constraints provided to the model from the upper level
models correspond closely to the type of constraints that
management normally experience on their own decisions.
Dempster et al. have observed that there is again a chicken
and egg situation here. They comment that "hierarchical
organizations, as well as hierarchical planning systems are a
response to the nature of the problem being solved and to the
need to reduce complexity and respond to uncertainty.

We might comment that, even in organizations that do not use
extensive formal models for planning, many of the principles of
hierarchical planning can be observed in practice. Volman, et al.
(Chpt. 15) in their Ethan Allan case study illustrate this quite
clearly. We might also comment that it is not necessary that the
models involved be optimization models. Gunn and Rutherford
provide an example where the lower level decision is facilitated
by a detailed simulation model. The key point is that lower level

55




decisions constantly respond to an updated system state within
the context of policy constraints from upper level decisions.

A HIERARCHY OF FOREST PLANNING

Since this is a paper about forestry planning models, we turn
to the question of what lessons we can learn from the experience
of hierarchical planning. We first point out that many of the
negative reactions that forest analysts have experienced with
regard to modelling are very similar to the experience in the
manufacturing industries. It is just this type of response that led
to the development of hierarchical planning systems.

In the development of an hierarchical approach to forest
management, we will try to address three issues. The first is the
identification of appropriate levels and the decision problems
that need to be addressed at each level. The second is discussion
of the aggregation at each level and the information
feedforward/feedback. The third will be the treatment of
uncertainty. For the purposes of this paper we will focus on
the tactical level. There are two reasons for this. Firstly we
shall argue that the major modelling efforts, embodied in such
packages as FORPLAN, TimberRAM etc. have been aimed at
tactical planning. Secondly, tactical models are often used at the
strategic decision level as simulation devices. Furthermore, the
operational level tends to be highly specialized to the local
environment so that the types of models appropriate at this level
are not completely clear.

Strategic Level

The role of the strategic level is to decide on the resources
available to the enterprise . The first question to address is what
is the enterprise? In many situations there are actually two
levels here. Much of the forest land is owned by governments
and is either operated directly by government or on long term
lease with policy regulation on harvest and management. On the
other hand, production capacity decisions in wood using
industries are usually a private enterprise decision.

Our framework will be that of a firm that owns its own land
outright or holds it under long term lease. The major strategic
decisions appear to be of two types. The first is how much land
to operate for forestry purposes. The second is the production
capacity of the various segments of the enterprise. These would
include the number, type and capacity of sawmills, pulpmills,
and facilities requiring wood fiber. Associated with these
decisions are others that affect the cost and/or yield of the
enterprise. These would include investments in harvesting
systems, transport systems, and processing machinery.
Strategic decisions could also include long term contracts since
these can be regarded as a resource to be exploited. At the
governmental level, there is yet another type of strategic
decision. This is the decision as to the regulatory environment
in terms of environmental, wildlife and other ecological effects.

It should be emphasized that strategic decisions are normally
what Simon has called "nonprogrammed” (Bradley et al., 1977)
The decisions are multi-criteria and involve substantial risk and
uncertainty. Decisions are not made purely on "economic"
terms. In many cases they involve an expression of will on how
the enterprise wishes to define itself. Interestingly, the Swedish
approach to forest involves just such a strategic approach (see
Higglund). Few models have evolved that address the strategic
problems of forestry. Some models are being used to examine
capacity issues (see Vertinsky et. al. as well as several papers at
this symposium), but this is somewhat different from capacity
modelling in other industries (Luss, 1982). In general we see

56

evidence of tactical models being used to simulate the effects of
strategic alternatives.

Tactical Level

Forestry presents an interesting case in that some of the tactical
problems are of such long term that they almost beg to be treated
as a strategic. For example, we have the harvest scheduling
problem addressed by the linear programming packages such as
FORPLAN, MUSYC, and TimberRAM. In spite of its very
long time horizon, the nature of the problem is clearly tactical;
namely how to schedule harvesting and silvicultural activities for
an existing land base over time. No resources are being created
for the enterprise. We will return to examine these models and
ask how appropriate they are for this tactical planning task.

Tactical problems in industrial forestry have at least three
aspects. The first is guaranteeing the long term supply of the |
wood consuming industry while maximizing expected profits. f'
This supply problem requires an attention to not only the gross
timber harvest at any point in time but its division into
appropriate timber classes (softwood and hardwood; veneer
logs, sawlogs, pulpwood). The second involves stand level
harvesting issues. These involve developing a plan for
harvesting and silviculture treatments specific to the site
capabilities and species of the various stands in a district or some
smaller management region. Issues, such as adjacency and/or
road building, may also need to be considered. The third is the
problem of annual aggregate wood logistics. At this stage
growth is not an issue. The problem is to decide where to
harvest and on the allocation of the harvested timber types to
mills so as to maximize profit (gross revenues minus harvesting
transportation and other procurement costs). Issues of available
work force and machinery as well as mill production schedules,
seasonality in markets and management of finished product
inventory may well enter here. The outcome of the annual
aggregate plan is usually an annual or longer term budget.

It should be noted that much of the current usage of
FORPLAN and other such packages have been for tactical
problems with significant constraints not mentioned above.
These have often included stringent definitions of sustainability
as well as specific concerns as to wildlife habitat and
preservation of ecological niches. It is important to recognize
that these constraints constitute strategic decisions of the forest
enterprise or of the larger society within which the enterprise
exists. Tactical level models do not have normative capability
for these strategic decisions. What tactical level models do
provide is the ability to evaluate (simulate) the consequences of
these decisions in terms of the tactical level objectives. There is a
need however to be careful as to what tactical level consequence
is being simulated. Often this simulation is carried out with
stand level models over a relatively small timbersheds (100-
1000 acres). This may mean that the sustainability constraints
(non-declining yield) are too restrictive and that more realistic
constraints (over a much larger land base) should be used.
Furthermore the impact of constraints on wildlife habitat and
preservation of unique ecological features may appear to be more
severe than they would in the larger picture. On the other hand,
the combined effects of these types of constraints over a number
of different timbersheds may have quite severe consequences to
the feasibility and economics of total timber supply.

Operational Level

The line dividing tactical from operational decisions is never
precise. The easiest distinction is that operational decisions are
those that are implemented whereas tactical decisions constitute

plans within which these actions are taken. The role of
operational planning is making sure the system functions



effectively within the tactical framework. Within forestry,
operational decisions typically constitute the weekly and shorter
term decisions. One operational decision is deciding to
implement, possibly with modifications, the next period (month)
of the relevant tactical plan. The remaining decisions are the
details of how to do this. These are project management and
scheduling decisions. They would include scheduling cutting
crews and machines to stands, maintenance scheduling, truck
allocation and scheduling, mill production schedules and
specification of wood mix, sawing optimization and others. The
primary goals are feasibility and cost minimization. One point
to raise is that there needs to be some mechanism to verify that
tactical plans can in fact be implemented operationally.

Operational level decision making is usually highly specific to
the particular enterprise. A great deal of Operations Research
work has been addressed to these types of issues in many
different types of industry. This work is extensively used in the
forest industry, but very little of it has been published? .

MODELLING FOR TACTICAL PLANNING

A number of issues have appeared in the literature dealing with
what we are categorizing as tactical models. A fundamental
question involves the modelling approach. There are three that
might be considered. The first is the development of harvest
policies based upon the economics inherent in the Faustmann
formula. Although this has obvious advantages in terms of
modelling simplicity, as a method of developing tactical plans it
suffers from fundamental flaws (Tait(1988), Gunn(1988), Gunn
and Rai(1987)). The primary flaw is that no account is taken of
the current state of the forest nor of the capacity to use the wood
produced as a result of the harvest process. A second approach
involves the use of linear programming models such as
FORPLAN, MUSYC, and others. This shall be the main
focus of our discussion below. Thirdly, there are a number of
simulation based models such as FORMAN (see Jamnick, 1990
for a discussion) which have been used as analysis tools for
tactical planning. We do not plan to deal with these here, but it
should be noted that simulation models can play an important
role in tactical planning (Silver and Peterson, page 558-559).
Gunn and Rutherford(1990) give an example in the mining
industry where a simulation model is used to operationalize a
tactical plan developed via a linear programming model.

We now turn to examine the linear programming approach.
Before this discussion let us outline a somewhat abstract version
of these LP problems. We will state the model as:

T v/
Maximize Y, et ¥ Rau(xzhy)
=1 z=1
Subjectto:
xz= Gz(hz), z=1,7Z (D)
(xz:hz) € Fy, z=1,Z 2)
V4
Y Halxz)hz) € H, t=1,T 3)
z=1
where :
T is the time horizon, the number of time periods.
VA is the number of management zones .

3 witness the comments of Ralph Colberg, Mead Coated Board at this
symposium.

hy is a vector of decision variables indicating harvest policy |
on zone z. Usually h, will have dimensions depending
on the number of time periods and age classes.
Xz is a vector of state variables of timber amounts over time
on zone z. Usually x, will have dimensions depending
on the number of time periods and age classes.

Ryu(xz,hy) is a function giving expected revenue in period t, zone

z for the decision process h; and the state process x;
Gg(hy) is a function relating the state process for region z to the
choice of the harvest process h;
Hy(h,) is a function giving the wood volumes from zone z
generated in period t by using harvest policy h,.

F, is the set of feasible harvest, state processes for region z
H; is the set of feasible timber harvest volumes for period t

This structure portrays the forest harvest scheduling problem
as involving harvest decisions over a number of independent
zones z=1,Z. The objective is to maximize discounted net
present value of revenues with the only linkage being the
Harvest Constraints (3). Without this linkage, then the solution
to this model would correspond to Faustman like harvest
policies on each zone.

There are a number of questions that are often raised with
regard to these models. We argue that much of the confusion is a
result of not considering the particular tactical planning role.
These questions include i) model type, ii) stand vs. region
based models, iii) time horizon and time divisions, iv) flow
constraints and v) attitude to uncertainty.

Age Classes
Regen.  (1-10) (11-20) (21-30) (1014)

Initial Areas
Period 1

Period 2

Period 3

Period T

Terminal Node

Figure 1 Model III Network Representation

Model Type

This refers to the modelling of the growth harvest process on
each zone (equations 2,3 above) Three dominant models of the
growth/harvest process have emerged. The first two, referred to
as Model I and Model II, were first discussed by Johnson and
Scheurman (1977). Model I consists of enumerating a number
of possible schedules for a given land unit with the decision
variables consisting of an assignment (or partial assignment) of
the land unit to the harvest schedule. Model II consists of
specifying a network of possibilities where each arc
corresponds to the assignment of the land unit to a particular
treatment/harvest strategy only until the next regeneration
process. Although equivalent flexibility in harvest schedules can
be represented with a much smaller number of decision variables
using a Model II representation, Model II requires a more
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extensive constraint structure than the equivalent Model 1. The
third model, which we will refer to as Model 111, involves
another type of network structure (see Figure 1) developed
simultaneously by Garcia (1984), Reed and Errico (1986) and
Gunn and Rai (see Rai, 1984) where nodes correspond to age
class and time period and the arcs are of two types. Harvest arcs
lead from a given age class in in period to the 0 (regeneration)
age class in the next period. Growth arcs lead to the next age
class in the next period. Fundamental to Model Il is the
assumption that the length of a time period is equal to the width
of an age class.

Stand Based versus Region Based Models

The question here is what do we mean by the "regions” in our
LP model. Jamnick et.al. (1990) have recently explored the
accuracy of stand based versus region based models. For stand
based models, the forest is represented on a stand basis. A
stand is usually thought of a unit of land with a homogenous
mix of species, age class and homogenous growing conditions
(soil, drainage, etc). Stands are the natural unit for the forest
treatments since, only with the knowledge of the details of stand
composition and site conditions is it possible to forecast
response. On the other hand, it requires an enormous number of
stands to represent the landholdings of any large scale forest
enterprise. Another option is to aggregate landholdings on some
basis, usually geography, ownership, covertype, site type and
try to predict the growth and silviculture response of this
aggregate. Jamnick et. al. have shown that this may well
underestimate the performance achievable with a stand based
model. However, for overall enterprise planning, even a region
based representation leads to large models and this may be the
only feasible alternative.

im izon Time Division

The proper choice of the time horizon T and time divisions t
is a question which often arises in these models. Long horizons
are required to ensure long term feasibility of the wood supply
and to properly take into account future costs imposed by current
decisions. Small time divisions are useful to properly account
for growth and the overall wood supply dynamics. However,
long time horizons and small time divisions imply enormous
models. Compromises inevitably have to be made. As we will
discuss, there are in fact different levels of tactical models that
should be used and different time horizons and time divisions
are appropriate for these different models.

Elow Constraints

The nature of the harvest flow constraints (3) is worthy of
some discussion. In Ware and Clutter (1971), it was made
clear that without some version of these constraints, the harvest
becomes extremely erratic and incompatible with the normal
operation of a wood processing industry. Two types of
constraints are often used. One of these is even flow where the
requirement is that the harvest volume in period t should be
equal to ( within a tolerance) the harvest in period t-1. A second
type, commonly used within FORPLAN, is non-declining yield
where the constraints (3) require that the harvest in year t is
greater than in year t-1. Both of these have the difficulty that
harvest is itself a multi-dimensional quantity. There are issues of
commodity classes of the timber produced, for example veneer
logs, sawlogs, pulpwood. Also, it is not clear how best to
measure harvest, by volume, by area harvested, by revenue. It
would appear that both the even flow and non-declining yield
constraints are not very suitable for tactical models. First, they
have little meaning in terms of the operation of an enterprise.
Second, they are known to produce unstable and paradoxical
effects when implemented in a rolling planning framework (see
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Daugherty* and Pickens et al. ) Barros and Weintraub (1982)
and Gunn and Rai(1987) have discussed situations where, there
are issues of substitution and complementary production.
Sawlogs can be substituted for pulpwood. Also, sawlogs, when
processed, result in chips which can serve as inputs to the
pulpmill. In both cases, we see the use of capacity based
constraints as flow constraints. The Gunn and Rai formulation
of this model is reproduced in Appendix 1 to illustrate this type
of modelling. These capacity oriented constraints appear better
suited for many tactical planning implementations.

Uncertainty

The LP models do not explicitly account for uncertainty.
There are however a number of implicit ways of doing so.
Discount rates higher that nominal interest are often used as one
means (see Bussey, 1980). Many modellers will downgrade
growth estimates as a hedge against catastrophic events such as
fire or budworm. Finally, using the model in a rolling horizon
framework amounts to a way of taking advantage of the
recourse possibilities to uncertain events. In other industries,
notably the electric power industry, one often sees the use of a
reserve margin on system demand used as a mechanism for
dealing with uncertainty. However, unless the harvest flow
constraints are similar to the capacity based constraints of Gunn
and Rai (1987) and Barros and Weintraub (1982), reserve
margins on system demand constraints are not possible.

STRUCTURING A FAMILY OF TACTICAL MODELS

In fact, we can identify three types of tactical level problems
in forest planing; long range tactical, medium term tactical and
annual aggregate planning. We comment on each of these
problems and indicate the relevant aspects of modelling.

Long Range Tactical

This problem is that of ensuring long term enterprise wood
supply while maximizing forest net revenues. In particular, the
focus should be on the various types of timber requirements
(veneer logs , sawlogs; pulpwood) and how these requirements
can be satisfied from the total landholdings of the enterprise.
Landholdings are differentiated by management district
(geographical zone), forest cover and possibly by ownership
distinctions. In the situations that we have in mind, sustainability
of harvest is in terms of the long term ability to supply industry
requirements, although there will be a need to consider other
issues such as workforce stability within each district.

For this type of problem, a region-based model with capacity
based flow constraints and a very long time horizon appears to
be necessary. By specifying reserve margins on capacity in the
wood using industry, we can increase the probability of being
able to meet requirements. Since the models are not stand
specific, most of the arguments for Model I formulations
would not apply. This would argue for use of Model Il or IIL

Medium Term Tactical

The long range tactical models can, based on highly aggregate
forest information and uncertain information on price, market,
growth and technology, develop an optimal plan in terms of
forest harvesting by zone that is long term feasible for industry
capacity. However, since it is not stand specific, it is not
possible to interpret this solution on terms of stand treatments.
The medium term problem is to decide on these stand level
decisions for the stands within a zone.

4 p.J.Daugherty, Dynamic Inconsistency in Forest Planning, at this
symposium.




Clearly this model should be stand based. Because the upper
level model gives a rough idea of harvest and silviculture policy,
it may be reasonable to use a Model I based formulation because
of the flexibility it allows. This model does not need to be as
long term as that discussed above since issues of long term
feasibility have been dealt with there. However, it would seem
wise to use shorter periods to facilitate implementation. Harvest
flow constraints can be simplified to requiring that the volume of
each type of wood produced correspond to that calculated in the
long term model for each model period.

Short Term Tactical

The output of the medium term plan will give a harvest and
treatment plan for each stand. However, this plan is still not
detailed enough for annual planning. We need to be able to
specify for the coming year (perhaps broken down to smaller
time periods) which stands to cut and how to allocate the wood
products to the mills operated by the enterprise and/or its
customers so as to maximize its profits. Constraints, such as
available workforce and machinery, enter into the model as do
mill prices, harvest costs, and transportation costs. These
models may be single period models or multi period models
covering up to five or more years with quarterly or monthly
periods. The key distinction is that it is not necessary to account
for growth in these models. These are quite standard LP models.
E\l ;ilt;g)le period model of this type was described by Gunn

Figure 2. Outline of Example Hierarchical Structure

Models Goals/Replanning Interval
Ift%logn;a g’;ﬁd Model Max Net_Present Value
- Industry Submodels Replanning 1-5 years
- 10 year time periods
- 150-200 year horizon
- Reserve margins

Production Required by Zone
L -Sawlogs -Pulpwood

Zone Model (each zone)

- Stand Based

- Production Flow (Sawlogs
and Pulp

- 5 year time periods

- 20-50 year horizon

Min Cost
Replanning Iyear

Harvest Schedule

/
Harvest, Transportation, Mill
Allocation

- Standard L.P.; no growth
- 3 mo. - 1 year periods

- 1-5 year horizon

\IL Annual Cutting Plan

Crew Scheduling, Machine
Scheduling, Maintenance, Road
Building, Mill Scheduling

Max Profit
Replanning 3 mo - 1 year

Min Cost, Feasibility
Replanning 1 week

Qverall Structure

Given the above considerations, the outcome is a structure
somewhat like that shown in Figure 2. This figure indicates the
goal and nature of each tactical level, the replanning interval and
information linkage to the lower level problem in the hierarchy.
It is worthwhile noting the similarities between the structure
presented here and that discussed by Morales and Weintraub.5
There are two points to note about this structure. First, it is
oriented to implementation with each model leading to an
immediate decision. For example the long term tactical decision
is how much to plan to cut from each zone over the next 10
years. The medium term decision is the amount of harvest and
silviculture treatment on each stand of the zone in the next 5
years. The short term decision is how much to harvest from each
stand in the zone over the next year and how to market the
resulting timber . The operational decisions include where to
send the cutting crews next week. The second point to note is
that long term decisions do not depend on detailed information in
periods far from the current decision point. Problems increase in
detail but decrease in planning horizon as we proceed down the
decision hierarchy.

HIERARCHICAL PLANNING AND UNCERTAINTY

As indicated above, a hierarchical planning framework has
computational advantages and advantages in terms of mirroring
the structure of decision and implementation. We want to now
briefly address its role in coping with uncertainty. The viewpoint
that we adopt below is oriented to what we have termed the
long term integrated model. However the notion is general. The
framework that we choose is that of stochastic programming.
The problem that we consider can be written, again abstractly,
as:

Max { Ro(x, ho) + €T EeGi(x1); hoe H(xo) } )]

where :

X1 =YXy, hy, E(xp)) ()]

Gy( x¢) = Max { Ry(x, hy) + €T EeGy1(xt41); hee H(()é[)) }

and:

Xt - state of the forest enterprise at the beginning of period t
hy - management or harvest action in period t

Ei(x¢) - stochastic process conditional on x¢

r - discount rate

Ri(xt, hy) - return in period t if we begin in state x; and follow
management action hy
H( xy) - the set of feasible management actions given the forest
state Xi.
Y(xt, hy, &) - a function giving the end of period forest state
given the initial state x,, the management action hy and the
realization &; from the stochastic process

This problem statement is that of taking a decision today that
maximizes the expected net present value of all future returns.
Note that the possibility of disaster is not excluded in the above
model. That is, it is possible, given a sequence of decisions hg,
... h.1 and outcomes Eg(xq ) ... &-1(x¢ -1), that we come to a
point where the function Ry(x¢, hy) =-eo for all ye H(xp) or
where H( x¢) is empty. This corresponds to their being no
feasible way to supply the industry needs in period t. In that case

5 R. Marales and A. Weintraub, A model for strategic planing in the
management of pine forest industries, Presented at this symposium.
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Gy(xy) =-eo. Note finally that there is no particular requirement
that T be finite. However it is well known that, depending on the
discount rate r, we can approximate the optimal decision hy* by
using only a finite number of time periods.

It is important to note the decision and information structure of
the problem. First the only decision that one takes with certainty
is the current decision hg . All future decisions h; depend on the
the state variable x; which in turn depends on the conditional
random process &. Second, the essential feature of the problem
is recourse. One does not take the decision hy at time O, but only
at time t with full knowledge as to the state x; and the ability to
exploit the action space H(xy) to current returns and expected
future returns.

If we compare the stochastic programming statement of the
problem to the usual harvest scheduling linear programming,
using a similar notation, the problem can be written:

Maximize Gg Q)
Subject to: Go = Ro(xg, hg) +eT Gy ...
Gt = Ri(xq, hy) +eT Geep ... ®

Gt = RT{xT, h1)
X1 =7(x1, h, &) ...

Xt+l = ‘Y(xts hta Ef) ses (9)
XT = Y(XT-1, hT-1, €T-1)

hoe H(xo)

hye H(xp 10)

The notation corresponds to (4-6), with the assumption that
Ry(x¢, hy) and y(xy, hy, E) are linear functions and the sets H(xy)

are described by linear constraints. The & is the "average value"
of the process &. Note that, in general, it is not possible for this
"average" to correspond to the mean of §; since &;is conditional
upon X

Note the differences between problem (7)-(10) compared to
(4)-(6) First the decision structure is different. The decisions
hg, ..., h are taken at t=0 once for all time. Furthermore these
decisions hy are taken not with perfect knowledge of a state xy,
but with respect to some "average" state that results from the
"averaged process”. There is no possibility of recourse if the
outcome of the stochastic process is either below or above the
"average". Given the enormous number of recourse actions in
the forest, we would normally expect to be able to do better than
this "average" decision.

If stochastic programming is the correct decision framework,
what can we say about exploiting this computationally. In terms
of doing this directly, the news is not encouraging. There are
two alternatives. One is dynamic programming, the use of which
is well known on problems of the form (4-6) (see Lembersky
and Johnson, 1975). However the computational requirements
of this approach grow dramatically with the dimension of the
state vector x;. The Lembersky and Johnson model has only
been applied to single stand situations where it is not possible to
capture the recourse possibilities of managing a large number of
stands simultaneously. The other approach is stochastic linear
programming. Gassman (1989) has illustrated an application of
these ideas to examine the effect of fire. The problem with this
approach is that its computational requirements grow with the
number of possible realizations from the stochastic process. This
tends to mean that only highly simplified situations can be
modelled.
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The encouraging news is that Dempster et. al. report thata
hierarchical planning process is actually a good heuristic for
solving stochastic programming problems. That is, if we solve
the linear programming model (7)-(10) but in a rolling planning
horizon framework then this should perform reasonably well.
By a rolling horizon, we mean that only the first period solution
is implemented and all parameters of the model are updated and
the optimal solution re-calculated before proceeding to the next
period. By doing this we make possible recourse to unplanned
events. There are two questions about this approach that need to
be answered. First are there things that we can do to the LP
model to make it more suitable for the underlying stochastic
programming problem. Second, can we verify that the
hierarchical is likely to perform well in this forest management
environment.

Making the LP Mode] More Suitabl

We have two suggestions for the question of making the LP
model more suitable. First, higher discount rates should be used
than might be used in certain environments. If a model has an
outcome that the optimal solution obtains much of its economic
benefits from periods far in the future, these should be
discounted because of uncertainty. A higher discount rate will
lower these benefits and lead the model to explore solutions
where benefits are obtained earlier when they are less uncertain.
The second issue is feasibility. Although, in an uncertain
environment, it is desirable to obtain benefits as early as
possible, it is not desirable that this be done at the expense of
long term feasibility. Thus it is important to focus clearly on
how we define feasible harvest strategies. For long term
integrated models, the type of constraints illustrated in Appendix
1 appear to be quite desirable since they make it possible to
focus on the actual physical capacity of the industry. If these
type of constraints are used, then it is possible to use a reserve
margin approach. That is we can specify that the minimum
supply requirements to the individual sectors (pulpmill,
sawmill, etc) be set somewhat higher than would normally be
the case. If this is done and a feasible solution obtained to the
LP model, then this would increase the probability that actual
industry requirements can be met in the uncertain future. This is
a quite natural approach to the stochastic program. If we think of
(4)-(6) as a two stage problem, the effect of second stage is to
induce constraints on the first stage. In other words, there are
certain first stage decisions that are feasible if the problem is
only solved as a single stage problem but are not feasible when
the feasibility requirements of the second stages is considered. If
the problem is stochastic, then there is not just one second stage
but a number of possible realizations, each of which induces its
own constraints on the first stage. The use of reserve margins on
the LP model has exactly this effect.

There are two problems here. The first is that of modelling the
process of uncertainty and the second is that of evaluating the
hierarchical planning system.

It is probably impossible to accurately model the uncertainties
that face foresters. However one useful approach is that of
scenario analysis. The problem here is can we generate a
relatively small number (10-100) of scenarios that are "typical”
of the actual process. If this can be done then the process of
"scenario aggregation" can be used either in the formal sense
(Rockafellar and Wets) or in a less formal sense. The idea is that
we can think of the stochastic problem as being the independent
LP problems, one for each scenario, with the additional
constraint that all first stage decisions must be the same. More
formally, for multi-stage problems, all decisions that have the




same information process must be the same. The idea is not
new (Wagner, 1975) but can be exploited in a number of ways.
First the expected value (probability weighted average) of the
independent solutions gives a lower bound on the stochastic
problem. Second if we take the first stage solution of the
"average" LP problem and use it for each of the independent
scenarios, if feasible, this gives an upper bound on the
stochastic problem. The difference between these bounds is a
measure of the value of information.

The problem of generating appropriate scenarios for forest
management problems and then using these to evaluate the
hierarchical approach remains open for further research.

CONCLUSION

Hierarchical planning systems have had a strong impact on the
planning process of manufacturing and other industries. They
offer potential computational advantages but, more importantly,
they also offer advantages in implementation in that a well
structured hierarchical system reflects the organization and
decision processes of the enterprise.

An important issue in hierarchical systems is their ability to
deal with the uncertainty that is typical if the real environment.
Previous research indicates that hierarchical planning systemns
are well suited to deal with these issues but research remains to
verify these issues and to discover the most effective means of
structuring the decision process to cope with this uncertainty.

APPENDIX I - FORMULATION OF AN INTEGRATED
MODEL

This model is based on the Model III land management
constraints. The wood demand sector is highly simplified with
one pulpmill, one sawmill with a chipper, one sawmill with no
chipping capability and with one "other demand" sector which
we refer to as firewood. These "mills" are best thought of as
aggregate representations of the demand in the relevant sectors.
This particular aggregation is only one example; others may be
appropriate in particular circumstances. This aggregation does
however capture the features of substitutability (sawlogs for
pulpwood) and of dependent demand (puplwood on chips). For
a more detailed discussion see Gunn and Rai (1987).

Yariables

Xijt hectares of land of harvest zone i in age class j at
end of period t.
Cijt hectares of land of harvest zone i in age class j

regeneration harvested during period t.

volume (m3) of softwood (SL) and hardwood
(HL) sawlogs allocated to use k in period t. Use
k=1 corresponds to sawmills with a chipper; use
k=2 corresponds to sawmills without a chipper;
use k=3 corresponds to pulpmills.

volume (m3) of softwood (SL) and hardwood

SLk HLk

SP,, HP,

(HL) pulpwood allocated to pulpmill in period t.

volume (m3) of softwood (SL) and hardwood
(HL) pulpwood allocated to firewood (non-
pulpmill or sawlog) demand in period t.
volume (m3) of softwood (SL) and hardwood
(HL) chips produced at sawmill and allocated to
pulpmill in period t.

SP,, HP,

SC, HC,

Constraints
Land Management Constraints for Harvest Zone i
Xijt= Xig-1)(¢-1)- Gijt =13 =1T
Xigt = Xj@-1)@t-1) + XiJ-1) - Cie t=1,T
Xior= X Cijt t=1,T
i=1J
Data: J - number of age classes

T - number of Time periods
Xi,j,0 - hectares in age class j at period O (initial)

Mass Balance Constraints for Each Period t
z X (hS})ijt Cije + tspijt Xije) = SPy + SFy

i=1,1 j=1,
2z (hSlijt Cijt+ tSlijt Xut) =SL1t + Sth +SL3t
=1l j=1,J
2 X (hhpj; Gjje + thpije Xije ) =HPy + HF
i=1,I j=1,J
Z I (hhlyje Cyjy + thlyje Xyje ) = HLL + HL2; + HL3,

i=1,I j=1,J
Data: i) hspijt, hslijt, hhpiji, hhljj; - volume (m3) of
softwood pujlpw , softwood logs, hardwood

pulpwood, hardwood logs, respectively produced
by regeneration harvesting one hectare of harvest
zone i, age class j in period t.

ii) tspjjt, tslijy, thpjt, thljj; - volume (m3) of
softwood pulpwood, softwood logs, hardwood
pulpwood, hardwood logs, respectively produced
by thinning and other activities on one hectare of
harvest zone i, age class j which does not undergo
regeneration harvesting in period t.

Allocation Constraints for Consuming Sectors in Period t
i) Sawmill Demand
minsl!; <SL1; < maxsll,
minslzt < SL2t < maxsl2;
ii) Chip Production
SC; =a SLl;
iii) Pulpmill Demand
minsp; < By SPy+ By SL3; +SC; < maxsp,
minhp; < B3 HP;+ B4 HL3; +HC; < maxhp,

iv) Firewood Demand
minsf; £ SF; < maxsf;

minhllt SHth Smax}illt
minhlzt < Hth < maxhlzt

HC; = o HLL,

minhf; € HF; £ maxhf;

Data:
minxx;, maxxx; Minimum and maximum demand for sector
xx in period t. The sectors xx correspond to
softwood and hardwood at sawmills 1 and
2 (sl, sI2, h1l, s12), softwood and
hardwood at pulpmills (sp, hp) and
softwood and hardwood firewood (sf,hf).

Note pulpmill demand is in m3 of chips.

o volume of chips per unit volume of
sawlogs.

B1.B2.B3, B4  volume of chips produced per unit volume
of softwood pulpwood, softwood sawlogs,
hardwood pulpwood and hardwood
sawlogs respectively.
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Objective Function
Maximize ¥ @ [ psl'y (SL1;+ SL2) +psl"; SL3; + psc; SC;
t=LT 4 psp; SP; + psfy SF; + phl'y (HL1; + HL2)
+ph1"t HI,st + pth HC{ + phpt HPt
+ phfy HF ]

Data:
Bt discount factor for period t

psl', phl'y price for softwood, hardwood sawlogs
($/m3) delivered to sawmills in period t.

psl"t, phl"y price for softwood, hardwood sawlogs

($/m3) delivered to pulpmill in period t.

price for softwood, hardwood chips ($/m3)

delivered to pulpmill in period t.

PSPy, phpy  price for softwood, hardwood pulpwood

($/m3) delivered to pulpmill in period t.

psct, pheg

psfy, phfy  price for softwood, hardwood firewood
($/m3) in period t.
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ECOSYSTEM CLASSIFICATION AND MAPPING ON NATIONAL FORESTS!

Peter E. Avers
Edward F. Schlatterer?

Abstract

The Forest Service has issued new naticual direction to guide the agency toward im-
plementing an ecosystem classification and mapping framework for land and resource
management planning. The purpose is to provide an ecologically sound basis for resource
management that integrates landscape components of soil, vegetation, landform, geologic
material, topographic features, and climate. Ecological types are classified and used to
design ecological inventories that stratify land into map units that can be used as ca-
pability areas for planning, resource management, and monitoring of resource response.
The map units are categories of land that have a unique combination of vegetation, soil,
landscape features, etc., and differ from other categories in ability to produce vegetation
and respond to management. Interpretations are made for production capability, biolog-
ical diversity, and to predict ecosystem responses to various management practices. Each
Forest Service Region has developed slightly different approaches in the way they classify
ecosystems to establish ecological types and ecological map units. These variations are
briefly described to show the relationship to the generic national direction.

Keywords: Ecosystem, classification, inventory, mapping, National Forests, ecological

site, ecological type, ecological unit, potential national community.

INTRODUCTION

The National Environmental Policy Act of 1969 (NEPA) di-
rected all federal agencies to: “Initiate and utilize ecological
information in the planning and development of resource-
oriented projects.”

Both the Forest and Rangeland Resources Planning Act
of 1974 (RPA) and the National Forest Management Act
of 1976 (NFMA) require a systematic interdisciplinary ap-
proach in planning and management. They also require
that comprehensive and appropriately detailed inventories
be conducted and used on the National Forest System.

Because forest planning was mandated to be completed for
all National Forests within a rather short time frame, it was
impossible to conduct ecological inventories for all units for

1 Presented at the Systems Analysis in Forest Resources

Symposium, March 3-7, 1991, Charleston, South Carolina.

2 Soils Program Manager, Forest Service, U.S. Department
of Agriculture, Washington, DC; Ecologist, Forest Service, U.S.
Department of Agriculture, Washington, DC.

the first round of forest plans. Some ecological inventories
were available for some forests, but for the most part, ex-
isting functional or component inventories were used as the
basis for initial forest planning.

The Forest Service is now nearing the completion of the
initial forest planning effort and beginning revision of the
first forest plans on a 10-15 year cycle as required by law.
It is recognized by many that fully integrated ecological
inventories will be needed for this revision process.

The 1990 RPA program recognized the growing environ-
mental concerns of the American public, and emphasizes
environmentally sound commodity production. The pro-
gram also provides a new environmental focus for manage-
ment of non commodity resources on the National Forests.

The “New Perspectives” initiative provides for a fresh ap-
proach to land stewardship and expands the notions of sus-
tained yield and multiple use to include a philosophy of
keeping ecosystems intact. New Perspectives stresses the
theme of land stewardship, sustainability for all uses and
values, the integration of disciplines, and an ecosystem ap-
proach.
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All of these factors are providing an accelerated stimulus
for ecosystem classification and inventory as a basis for
sound management, while maintaining healthy, whole sus-
tainable ecosystems.

Background and philosophical basis

There is no theoretically perfect natural system of ecosys-
tem classification and mapping which all users can embrace
and use to satisfy their needs. We must be able to classify,
map, and interpret ecosystems according to the needs of
the user. The needs of the user vary with the issues, man-
agement proposed, time, and questions asked. The criteria
used for ecological type classification is critical; but even
more critical are the design criteria used for ecological unit
mapping. The reason map quality is so important is that
most Forest Service resource planning and management is
centered around geographical information on maps.

The emphasis on vegetation criteria has produced vegeta-
tion dominated classifications of ecosystems which can serve
only some of the users with the need for management in-
formation. The emphasis on soil classification with a heavy
emphasis on landform, topography, land systems, and geo-
logic features has resulted in land classifications which only
partially serve users needing vegetation management infor-
mation.

A similar parallel can be made for mapping of ecological
units. Vegetation dominated criteria result in ecological
units predominately defined by vegetation characteristics,
while soils and landform dominated criteria result in map
units most useful for defining soil properties and soil char-
acteristics important for management.

Neither system alone provides the needed information for
multiple use management for a wide variety of users.

Soil inventory, vegetation inventory, and geologic invento-
ries tend to be single component approaches with some
evaluation of other criteria in mapping depending on the
needs of the user. All are legitimate ecosystem classifica-
tions. They segment the landscape according to some de-
fined criteria based on user need. Virtually all such classi-
fications and maps are trying to define and characterize a
response unit for some purpose. The purpose or need and
the criteria to meet the purpose or need, defines how the
mapped unit is designed. All can argue successfully that

they have mapped an “ecosystem” or classified an “ecologi-
cal type”.

This is in fact the way that ecosystem classification and
mapping has developed in the Forest Service up until the

development of the current framework.

Significant past efforts

For over 75 years the Forest Service has conducted a wide
variety of resource inventories that classify land and its re-
sources. These inventories focus on the vegetation and are
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single purpose in nature. Timber inventories classify sites
according to forest type, stand size or condition based on
the existing vegetation. Range inventories classify range
type, suitability and condition to reflect the kind, amount
and quality of forage available for livestock consumption.
Soil inventories began in the late 50’s and could be con-
sidered at least partially integrated. Other single purpose
inventories are also conducted for wildlife, water, recreation
and cultural resources.

Some of the first efforts to deal seriously with the mapping
and classification of land on a1 integrated basis began with
California soil-vegetation surveys in the late 1930°s but did
not get into full swing until after World War IL. The Pa-
cific Northwest and Southern Regions initiated inventories
that integrated soils, landform and existing vegetation in
the early 1970’s. The Intermountain and Northern Regions
developed and initiated a Land System Inventory (Wertz
and Arnold) in the late 1960’s. Soils, landform, geology,
and potential natural vegetation were included in these in-
ventories, but the primary focus was landform and soils.
Other efforts include Terrestrial Ecosystems developed by
the Southwestern Region in the late 1970’s. The Alaska
Region and the Eastern Region developed modifications of
the land systems approach. Bailey published Ecoregions of
the United States in 1976, an adaption of the lands systems
approach.

In the fifties the Daubenmires developed the habitat type
approach. Habitat types are developed on the basis of cli-
max vegetation under the assumption that the vegetation
in its climax form, when occupying a site, is the ultimate
integrator of that site. Since the 1970’s students and disci-
ples of Daubenmire have expanded the coverage of habitat
type classification to most of the Western United States
and into the Great Lakes Region.

Variations of Daubenmire’s method have developed with
the realization that, while climax vegetation may be the in-
tegrator of a site for some characteristics of the vegetation,
many important factors for the management of the land
and its vegetation cannot be derived from climax vegetation
classification. Variations include the incorporation of soil
properties and other significant environmental characteris-
tics as modifiers to the classifications. While these varia-
tions are an improvement over habitat types, the resulting
classification is still incomplete for providing interpretations
for multiple uses.

Since the late 70’s, the concept of integrated ecosystem
classification and mapping has evolved and was first for-
mulated in 1982 in Forest service Manual and Handbook
direction. Since then three revisions have been made to
strengthen the policy and direction and achieve a greater
coordination of the varying efforts in the Regions, and fi-
nally require ecosystem classification and mapping for plan-
ning and management.

urrent Direction

In an effort to bring divergent systems of ecosystem classi-
fication and mapping closer together and unify approaches,
new manual and handbook direction has been developed.




In it we have attempted to bring together the diverse ap-
proaches used by our Regions and Forests, within a broad
framework, with the objective of satisfying as many user
needs simultaneously as possible. Basically the current
framework provides common definitions, establishes gen-
eral process, and encourages creative approaches to meet
regional needs.

Ecological type classification and ecological unit mapping is
an effort to bring soils and vegetation information together
to define and describe the most meaningful ecological types
and units for a maximum of user needs including definition
of capability areas for planning and management.

We believe ecological type and ecological unit descriptions
and maps provide significantly better information for mul-
tiple use management than can be provided by separate
components and/or maps being aggregated for the same
purpose. The reason is that in defining and describing inte-
grated ecological types and units, both soils and vegetation
experts make simultaneous definition and evaluation of cri-
teria and evaluating them against the needed information in
an interdisciplinary way.

With the advent of Geographical Information System (GIS)
and greatly improved personal computer capacity and ca-
pability, there is a strong tendency in some quarters, to
create ecological units from the sum of the parts or some
combination thereof. While our current direction allows for
such ecological unit identification, we firmly believe that
the beneficial effects of the synergism of various disciplines
working together to create meaningful ecological units and
making interdisciplinary interpretations for them, far out-
weigh the simplistic quick fix that results from GIS gen-
erated units. Boundary problems can be resolved by mu-
tual consent and detailed evaluation of the map unit cri-
teria by the disciplines involved. Interpretations over and
above those of the individual component maps are gener-
ated through the interaction of the disciplines, resulting in
expanded user benefits.

Exceptions are individual component maps which have been
defined by an interdisciplinary (ID) team where factors, in
addition to the individual component characteristics have
been used in design. Ecological units formed from the ag-
gregation of such component maps, approximate the qual-
ity of ecological units developed in the aggregate because
boundary differences have been resolved and interpretations
expanded by the ID team interaction.

Universal System

While the Forest Service has not yet achieved the ideal of a
universal ecological type classification system and ecological
unit inventory, we are making progress. Our Regional Soil

Scientists and Regional Ecologists are working together to-

ward this goal with new direction and quality assurance of

National Forest inventories.

In spite of this progress, we do not expect to have a uni-
versal system of ecological classification and inventory in
place any time in the near or even distant future. The For-
est Service is a highly decentralized organization and does
does not provide strong central control and direction. We
have provided the national framework, but not the detail.
In addition we recognize the diversity of land, soils, and
vegetation in the United States and the wide variety of our
user needs and wants, and allow for considerable variation
in design and application of the broad principles we have
formulated. We also rely heavily on the quality of our peo-
ple, their expertise, knowledge and enthusiasm to work out
the details as they see fit and as the needs dictate,

Objectives and Policy

There are two primary objectives for ecosystem classifica-
tion and mapping on National Forests. 1) To provide a
uniform ecosystem framework for use in land and resource
management planning and; 2) To develop an ecologically
based information system to aid in evaluating land capa-
bility, interpreting ecological relationships and improving
multiple use management.

It is Forest Service policy to use ecological type classifica-
tion and ecological unit inventories in planning, evaluation,
and resource management; and to accomplish these activi-
ties with interagency coordination.

Within the national framework, Regional Foresters are re-
sponsible for providing specific classification, inventory, and
evaluation direction and to ensure that ecological informa-
tion is used in forest planning and project implementation.
Regional Foresters and Station Directors share responsibil-
ity for developing standards for ecosystem classification and
for the correlation of ecological type descriptions.

Forest Service Framework

Ecosystem Classification and mapping is accomplished by
sampling ecological sites, classifying ecological types, and
designing ecological units for mapping. Both ecological
types and ecological units must be based on and describe
vegetation, soils, topographic features, water, climate, geol-
ogy, and landform.

Ecological sites. A specific location on the land, that is rep-
resentative of an ecological type.

Ecological type is defined as a category of land having a
unique combination of vegetation (potential natural plant
community), soil, topographic features (slope gradient, as-
pect, slope position, and elevation), climate, geology, and
landform. Ecological types differ from each other in ability
to produce vegetation and respond to management prac-
tices.
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An Ecological unit is defined as a mapped landscape unit
designed to meet management objectives, comprised of one
or more ecological types or composed of the set of compo-
nents listed under ecological type.

The components and general direction for their use in char-
acterizing ecological types and ecological units are de-
scribed below:

1. Soil -

Soils are described and classified based on Soil
Taxonomy (USDA Agricultural Handbook 436)
and correlated as part of the National Cooper-
ative Soil Survey. The range of major charac-
teristics and properties particularly important
to management are noted. The spatial distri-
bution and percentage of various taxonomic
classes are determined and recorded. The soils
are classified to the lowest level needed or prac-
ticable to meet management objectives. With
soil classification and correlation, ecological
unit inventories can serve as soil resource in-
ventories and be published as soil surveys in
the National Cooperative Soil Survey.

2. Vegetation -

Plant communities are described for existing
vegetation and for the potential natural com-
munity (PNC). Existing vegetation communi-
ties are described on the basis of significant dif-
ferences in species composition, physiognomic
or structural features, stand age, or numeri-
cal relationships along an ecological gradient.
The potential natural community is the plant
community that would be established if all
successional sequences of its ecosystem were
completed without human-caused disturbance
under present environmental conditions. PNC
differs from climax vegetation in that the in-
fluence of the past history of the site and its
vegetation is recognized, which may have al-
tered the potential, as well as the existence of
naturalized exotic species. If PNC’s can not
be determined, provisional PNC’s can be esti-
mated based on the projection of the existing
vegetation into the future and interpretation of
abiotic factors.

3. Topographic features -
This includes slope, elevation, and relief. Slope
has gradient, length, and aspect. These fea-
tures have locally defined classes to categorize
and stratify ecological types and units to meet
management needs. Often, changes in topo-
graphic features signal changes in soil type or
plant community, and vice versa.
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4. Geology -

This primarily includes stratigraphy and lithol-
ogy. Stratigraphy and lithology are character-
ized for their influence on soil parent material,
soil mineralology, land stability, and other fac-
tors important to management or land capa-
bility. Major classes are defined in the Forest
Service Resource Glossary.

5. Climate -

Local and regional climatic differences impor-
tant to land management are used to stratify
the landscapes for ecological type classifica-
tion and for map unit design. Broad climatic
differences often coincide with physiographic
boundries and are helpful when making general
(order 4 or 5) inventories. Microclimatic gra-
dients are important to detailed (order 2) map
unit design and in classifying ecological types.
Regions establish criteria and standards for cli-
matic gradients to meet management needs.

6. Water -

Areas of the landscape adjacent to streams,
lakes, etc., or that have intermittent high water
tables have hydrologic characteristics impor-
tant to management. These areas, often called
riparian areas, are classified and mapped us-
ing unique water related criteria. Wetlands are
transition ecosystems between terrestrial and
aquatic and are classified for ecological type
and mapped as ecological units. Hydrologic
data needed to classify wetlands is collected
and correlated with the soils data and used to
describe ecological types and design wetland
ecological map units. National direction is not
yet developed for classifying and inventorying
aquatic ecosystems.

7. Landform -

Any physical feature of the earth’s surface hav-
ing a characteristic, recognizable shape and
produced by natural processes. These are de-
fined in the Forest Service Resource Glossary.

Conventions

Except for the requirements to use the above named com-
ponents in developing ecological type classifications and
ecological unit mapping, we have established few hard and
fast conventions. The one exception is the convention on
naming ecological types. We require the use of a botani-
cal name and a soils/environmental name on all ecological
types that are defined. The sequence of which name comes
first is optional.




In contrast, the naming convention for ecological units is
very flexible. The name will depend on the criteria estab-
lished for user needs and the local conventions which have
been established. The components of vegetation, soil, to-
pographic features, water, climate and geology must be at
least described and characterized, but the degree of their
use and the sequence and weight given to each component
is variable.

Use of potential natural vegetation is encouraged, but our
direction allows for use of existing vegetation when poten-
tial natural vegetation is not available or not possible to
determine. It is preferred that potential natural vegeta-
tion be used in all circumstances and uniformly everywhere,
but we recognize that, practically, potential natural vege-
tation cannot be determined in all cases. In the Southeast,
for instance, many forested areas were heavily farmed in
the early part of this century and many areas suffered very
severe soil erosion. Nothing but a short term projection

of the potential natural vegetation is possible under such
circumstances. We have provided in our direction for pro-
visional potential natural vegetation identification, that is,
projections of the existing vegetation into the future, based
on existing conditions including vegetation, soils, geology,
topographic features and climate.

gical Ma it Design

There are two basic ways of designing ecological units for
a mapping program: 1) using ecological type(s) with one
or more common landscape components important to man-
agement and that, for the purpose of the inventory, override
differences in the combined ecological types and 2) strati-
fication of the landscape by climate and physiography and
then design of map units using properties of components
of soil, geology, vegetation, landform, and topographic fea-
tures. Interdisciplinary teams often develop variations of
these methods based on existing information, management
needs, and other factors.

The first way, using ecological types, requires that most
ecological types be classified and ecological sites located

for reference. The ecological types are the taxonomic units
and the ecological units are the map units. The design pro-
cess for the interdisciplinary mapping team is then centered
around determining the ecological types that could best

be used to define and characterize ecological map units to
meet the objectives of the ecological unit inventory. The
classified ecological types in the inventory area either be-
come (1) major components of map units, (2) complexes
of two or more or 3) they become inclusions in (1) or (2)
above. During the mapping process additional ecological
types maybe encountered that require classification, refer-
encing, and inclusion in map unit design.

The second way, using properties of landscape components,
requires a good data base for the various components and a
systematic process for stratifying the landscape by various
component properties. Map units can then be defined pri-
marily by soil, vegetation and landform properties to meet
- needs. This process also requires an interdisciplinary team.
Differentiating components and their properties will change
with physiographic area, scale, and management objectives.

Map units are designed in either case by using properties
from landscape components, not necessarily taxonomic
classes of the various components. For example in wild-
lands, ranges of soil properties important to management
such as soil depth, soil texture and depth to water table
may cross soil taxonomic boundaries. It would serve little
purpose to separate map units based on taxonomic classes
where there are no management implications. Conversely in
other instances the range of certain soil properties impor-
tant to management may be very narrow and would require
splitting or phasing soil series or soil families. For exam-
ple, in recent years intensive work in the Blue Ridge of the
Appalachian Mountains has required the establishment of
dozens of new soil series. These new soils represent narrow
ranges of key soil properties important to ecological rela-
tionships and engineering interpretations. In this situation
soil taxonomic class can be used to name and define ecolog-
ical units whereas, prior to that work, taxonomic units were
too broadly defined to be of direct use.

Some properties of soils are not used in soil classification,
such as phosphorus status or presence of contrasting soil
horizons below two (2) meters. These are often impor-
tant to forest productivity ratings and are properties that
need to be considered in ecological map unit design. In
these cases soil classes may need to be split or combined
for defining ecological units.

Similarly, vegetation taxonomic type, species composition,
abundance, dominant species, or vegetation structure are
used to map vegetation and can be used in designing eco-
logical map units. The attributes used will depend on the
need, scale and purpose of the ecological units. Usually,
potential natural vegetation (when known) is incorporated
as part of the design because of its usefulness in predict-
ing successional sequences. However, other attributes such
as vegetation structure, which is useful in predicting habi-
tat for endangered and other species, may be the dominant
vegetation feature used.

The reason for the above discussion is to point out the need
for an ecosystem approach to inventory design versus a sin-
gle component approach. An integrated or coordinated ef-
fort designed to stratify the landscape into ecological units
is far more likely to produce a map useful for capability
area determination for land management planning than a
set of single resource inventories to be overlayed in a GIS.

There is one important lesson that needs emphasis, this is:
the people who are going to use the inventory must have a
say in how the inventory is to be designed. Without this,
use and acceptance is an uphill battle, regardless of product
quality. This is very important since the use of ecological
type information in management planning and environmen-
tal analysis is critical to Forest Service programs.
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ogical unit int etati

Ecological units are interpreted for management by ID
team interaction and consensus and represent the collective
judgement of the team as to potentials, constraints and op-
portunities for management. We believe that this approach
provides superior interpretations of the traditional factors
that are evaluated, as well as additional interpretations of
interactions of factors which are important to management
which would be normally overlooked in single component
approaches. We also believe the interpretations are more
precise since the map units being interpreted represent a
more ecologically uniform landscape unit and that the in-
terpretations are more spatially accurate.

Research data and treatment response can be related to
ecological units and can be extrapolated to like units in
other geographical areas. Ecological units will be inter-
preted for a variety of capability and suitability projections.
Interpretations and guidelines are made for map units that
will aid managers in making land use decisions. Some of
these are:

1. Disturbance responses of plant communities in re-
lation to expected species composition. - This inter-
pretation has application to maintenance of biological
diversity.

2. Specific ways to maintain or enhance long-term
soil productivity. - These will entail practices affect-
ing physical, chemical, and biological soil properties.

3. Predicting successional pathways to assess the ef-
fects of management practices on vegetation.

Correlation

To prevent duplication, ecological types will be correlated
across Forest and Region boundries. This kind of work is

just beginning. Soils are correlated into the National Co-

operative Soil Survey. Continuous correlation of ecological
map units takes place within inventory areas by the map-

ping team and regional quality assurance reviews.

Levels of Ecologi assification a

Ecological types are described and classified at a specific
site and generally represents a small part of the landscape
such as a landform or some other ecologically different land
segmert at the stand or field scale. An ecological site is an
ecological type location on the ground with a description of
vegetation layers and a soil pit that is described and is rep-
resentative of a particular ecological type. Ecological types
often cannot be shown on maps unless the maps are large
scale. An ecological type may include soil classes higher
than soil series or include vegetation classes of plant asso-
ciation, series or sub-series. Ecological types are often used
to characterize and name ecological map units on order 2
and order 3 inventories. (scales of 1:12,000 or 1:24,000).
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Ecological units can be defined and mapped at any scale
needed to meet management objectives. Some Forest Ser-
vice regions have developed a hierarchical system of ecolog-
ical units from broad (order 5) multi-state units down to
detailed (order 2) units as small as 2 to 10 acres that are
mapped at scales of 1:12,000 or larger. Higher levels in the
hierarchy are defined on broad climatic or physiographic
patterns or general soil associations, whereas the large scale
units rely on individual landforms, plant communities, and
a narrow range of significant soil characteristics. Gener-
ally, two basic levels of ecological unit inventories and maps
are made. One is a level suitable for forest-wide land man-
agement planning, generally order 3 or 4, where map units
serve as capability areas. The second level is more detailed,
generally order 2, that are used for project planning and
implementation of forest plans. The scales are often larger
for order 2 mapping. The main difference is detail of map-
ping, size of map units, intensity of sampling and detail of
data collection for descriptions and interpretations.

Coordination with the National
Cooperative Soil Survey (NCSS)

Ecological inventories can meet the standards of soil inven-
tory as long as the soil taxonomic units and their spatial
distribution are identified for map units. However, prob-
lems arise during soil correlation in naming units and in
map unit descriptions. We find that, with a little effort,
these problems can be resolved. The inventories are simi-
lar in that landscapes are mapped and then characterized
for soil and other components. For comparison, it could
be said that soil is the major component used in designing
units in a soil survey, whereas soil is only one of four land-
scape components evaluated in designing ecological units.
In each case soils are classified and their pattern of occur-
rence is defined. However, descriptions and interpretations
are often lacking for the other components in the soil inven-
tory even though they were used in map unit design.

Ecological unit inventories are interchangeably referred to
as soil inventories by soil scientists since they meet FS and
NCSS soil inventory requirements. In addition, however.
they meet requirements for other component inventories
and more importantly serve as ecosystem inventories. What
the inventory accomplishes depends largely on the objec-
tives established by users and managers at the outset.

Regional Inventory Programs

All regions are either conducting ecological unit invento-
ries or are moving their inventory programs towards that
goal. The names for their inventories differ as well as the
process they use for classifying ecological types or design-
ing and mapping ecological units. However the results of
all efforts have basic similarities in that maps are generated
displaying the mosaic of ecosystems on the landscape. In
most cases the maps can be displayed at various scales. In-
terpretations for suitability are provided to land managers




involved in planning. The broader scale maps provide in-
terpretations for forest-wide planning and detailed maps for
project planning. Regions 1, 3, 4, 5, 9, and 10 have estab-
lished ecological unit inventory programs in place. Other
regions are in various stages of expanding their soil and
vegetation inventory programs to be compatible with the
current national framework. The process, as well as names,
varies by region, but involves close coordination and plan-
ning between soil scientists, plant ecologists, and resource
managers.

Trends

There will be a continued increase in the use of ecological
inventories for modeling responses to vegetation treatment
before the treatment is actually made. The models require
inventories that provide data or information on vegetation
cover, climate, topographic factors, and soils. Soil and veg-
etation data will emerge as the most critical needs for mod-
eling responses and transferring experiences regarding treat
ments and potentials within and among Agencies. Research
is needed to quantify soil and vegetation response to man-
agement. Ecological type classification coupled with nearly
complete coverage of ecological maps will create a universal
communication tool about land resources.

New land management planning techniques and new mod-
els will require and handle more detailed information for
map units than can be derived from current inventories. To
provide more complete information, improved map unit de-
sign and more intensive sampling will be needed to reduce
spatial variability and provide more specific landscape data.

There is a need to develop electronic ecological data bases
compatible with those used by other FS resource functions
and government agencies. The increasing use of high-speed
computers and models necessitates that resource data bases
are compatible in terms of scale, reliability, and use of ter-
minology. The ecological unit maps will be entered into a
GIS. Reliability, quality, and other attributes will be noted
to alert users to applications and limitations. As new infor-
mation and data is gathered in the field, it will be verified
and entered into the GIS. Data will be used to drive models
and generate alternative management options. There will
be less need for published maps and reports. Data informa-
tion will be obtained through queries of the interactive data
base and GIS.

ngmary

The Forest Service has established broad national guidance
for ecosystem classification and mapping. The national
framework includes standard definitions, coordination re-
quirements and a general process to follow. Regional Soil
Scientists, Regional Ecologists and others are jointly devel-
oping and implementing regionally tailored programs for
National Forest implementation. The goal is to allow max-
imum regional flexibility within the national framework.
Flexibility is needed to meet the variety of physiographic
conditions, knowledge, current data bases, and management
objectives in the regions.
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THE ROLE OF AN ECOLOGICAL CLASSIFICATION SYSTEM
1/
IN FOREST PLAN DEVELOPMENT AND IMPLEMENTATION

2/
Robert N. Brenner and James K. Jordan

Abstract.--An ecological classification system was tied
to decision levels in the development of a national
forest management plan. The role of the system as an
information source and spatial tie to the ground for the
design of prescriptions, estimation of yields and
treatment costs, and development of management standards
and guidelines presented. Use of the system in forest
plan implementation is followed with suggestions for
improvements.

Keywords: Decision levels, prescriptions, yields, costs,
standards and guidelines, ecological unit.

Table 1.--Hierarchial Levels of R-9 ECS (Forest
Service Handbook 1909.21 - Eastern Region Land
and Resource Management Planning Handbook,
Chapter 30, 1979, working draft revision)

ECOLOGICAL CLASSIFICATION SYSTEM

Classification and inventory of ecological
units began in the Eastern Region, R-9, on a
limited basis during the early 1970's (Russell

Primary Typical
and Jordan 1991). The R-9 Ecological :
Classification System (ECS) was Level Differentiating Criteria Size
institutionalized in 1979 when the ECS Handbook
chapter was issued (Forest Service Handbook : .
1909.21, Chapter 30). Province Geomorphology, Climate Multi-state
. Section Geomorphology, Climate, Thousands of
The R-9 ECS is structured as a hierarchial Vegetation square miles

framework similar to that of the Lands Systems
Inventory (Wertz & Arnold 1971) concept that was
developed earlier in the western United States.
This nested hierarchy facilitates development of
ecological units (FSM 2060) at different levels
of resolution based on management needs (Nelson,

Subsection Climate, Geomorphology Tens to
Vegetation hundreds of
square miles

Landtype Landforms, Natural Tens to
Russell, and Stuart 1984) Association Overstory Communities, thousands of
(LTA) Soil Associations acres
Ecological Landforms, Natural Tens to
Landtype Vegetative Communities, hundreds of
(ELT) Soils acres
1/

Presented at the Symposium on Systems Ecological Soils, Landscape Ones to tens
Analysis in Forest Resources, Charleston, SC, Landtype Position, Natural of acres
March 3-7, 1991. Phase Vegetative Communities

(ELTP)
2/

Operations Research Analyst and Soil Site Soils, Landscape Less than
Scientist, respectively. U.S. Department of Position, Natural one acre
Agriculture, Forest Service, Ottawa National Vegetative Community

Forest, Ironwood, MI 49938.
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Provinces and Sections were derived from
Frennaman's Physiography of the Eastern United
States. These broad, natural physiographic
divisions help explain and organize information
about natural environmental differences and
similarities among the national forests in the
region.

Subsections in the Lake States area are
being developed in a cooperative partnership
project with the Upper Great Lakes Biodiversity
Committee; The Nature Conservancy; Michigan,
Minnesota, and Wisconsin State Heritage
Programs; and others. Criteria for delineating
subsections include macroclimatic zones and
major glacial physiographic landforms (Russell
and Jordan 1991).

Immediate and future applications include
regional biodiversity; landscape ecology,
correlation of ecological units among Lake
States National Forests; the initial
stratification of an ecological classification
of state, county, and privately-owned lands;
future forest planning; and others.

The Landtype Association (LTA), Ecological
Landtype (ELT), and Ecological Landtype Phase
(ELTP) levels are sometimes referred to as the
"working levels" of the ECS because to date they
have received by far the most use. These are
most useful at the Forest level for land and
resource management planning and in the
implementation of Forest Plans.

The LTA level: Landtype associations
generally number between about 10 and 20 per
National Forest. This level was used
extensively in the forest planning process in
the Eastern Region. The primary use was to aid
in allocating land to "management areas" and
developing desired future conditions.

The ELT level: A few National Forests used
ecological landtypes for Forest level planning.
More commonly, however, the ELT level is used
for more detailed planning on subdivisions of
National Forests, management areas or
opportunity areas. ELT's commonly repeat across
the landscape in a predictable pattern within an
LTA.

The ELTP level is the most detailed,
site-specific level that is normally mapped on
an operational basis. It usually provides the
level of detail of land capability-suitability
information that is needed for project level
applications. ELTP's commonly repeat across the
landscape in a predictable pattern within a
given ELT. ELTP's can be thought of as mapped
representations of sites.

The above levels are all ecological units,
mapped segments of the landscape designed to
meet management needs. Ecological units are
used to determine land capability for a wide
range of resource management prescriptions,
evaluate costs and benefits, and predict
ecological response of actions and/or non-action
applied to any given piece of land.

The "site" level: The site is the
classification unit, the ecological type (FSM
2060), the primary data collection unit. Sites
by themselves are not usually delineated on maps
except for special purposes where there is need
for extremely site-specific information.

BACKGROUND TO OTTAWA NATIONAL FOREST ECOLOGICAL
CLASSIFICATION SYSTEM

The Ottawa National Forest is located in the
western part of the Upper Peninsula of Michigan,
in the southern Superior Section of the Superior
Uplands Province. Ecological classification
began on the Ottawa during the early 1970's in
response to a need for land capability
information for Forest planning. Very little
information about basic resources (soils,
natural vegetation, glacial geology) was
available at that time (Russell and Jordan
1991).

The Forest was first divided into 20 LTA's
based on major glacial landforms, areas of
bedrock control and outcrop, and major
post-glacial erosional landforms (Jordan 1982).
The Forest was also divided into three distinct
macroclimatic zones based on climatic
differences caused by proximity to Lake
‘Superior. LTA's and climatic zones provided the
basic land capability-suitability information
used in the Forest planning process.

The Ottawa National Forest Leadership Team
recognized the need for more detailed levels of
ecological classification in 1977. Subsequently
the Forest entered into a cooperative agreement
with Michigan Technological University to fully
characterize and analyze stratified, randomly
selected sample areas representative of all
LTA's, a 2 percent sample of the ecosystems of
the Forest. Within each sample area, systematic
sampling was completed for soils, landforms, and_
total vegetation. Through the use of computer
ordination models, vegetation relationships were
established. Site concepts (ecological types)
were developed and mapping unit (ecological
units) concepts were developed based on the
observed recorded and analyzed soil, landform,
and vegetation relationships (Jordan 1982).

From the detailed analysis of soils,
vegetation, and landforms, the Ottawa developed
ecological types, and from the ecological types,
ecological landtype phases (ELTP's) for mapping
were built. Each ELTP is composed of a major
site unit (ecological types) and usually one or
more minor site units (mapping inclusions).

The process of developing, classifying, and
mapping ELTP's continues today and presently
covers approximately 75 percent of National
Forest System lands in the Ottawa National
Forest. However, not all of the Forest will be
mapped to the ELTP level; areas where management
information needs do not require that level of
detail have been identified and are or will be
mapped to the ELT level (Russell and Jordan
1991).
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Concepts, mapping, verification, and
development of interpretations continue with
involvement of many scientists from the North
Central Forest Experiment Station, and
universities in Michigan, Minnesota, and
Wisconsin. Correlation with adjoining National
Forests has begun and will strengthen the use of
the ECS.

OTTAWA PLANNING ENVIRONMENT

The purpose of forest planning is to ensure
that goods and services are provided in an
environmentally sound manner and that the public
receives the maximum net benefit.

The Forest Plan for the Ottawa National
Forest was designed to guide all natural
resource activities through multiple use goals,
objectives specifying outputs, and activity
levels per time period, management prescription,
and management standards and guidelines (Forest
Plan 1986).

The National Forest Management Act (NFMA) of
1976 defines forest planning as an issue-driven
process designed to assess the need for change
in management of the Ottawa National Forest.
Intensive public involvement ensured that the
issues were those actually perceived by the
public as well as those identified by the Forest
Service. These issues, concerns, and
opportunities were then developed into
management problem statements.

Management problem statements guided the
planning process. Understanding the Forest's
resource condition, relationships, and potential
was essential to building realistic alternative
Forest plans which addressed the problems.

Summary of Management Problems

Five major management problems were
identified which dealt with the Forest
transportation system, wildlife habitat,
vegetative composition and management,
landownership, and wilderness (USDA Forest
Service 1986c). Basically each dealt with how
much should be produced or maintained, where on
the Forest this production should occur, and
what standard of management was appropriate.

To illustrate, the wildlife habitat problem
required the Forest planning team to identify
the composition, arrangement, and age-class
structure of vegetation which would, given other
resource objectives, provide the best habitat
conditions for a wide variety of wildlife
species. Habitat needs for threatened and
endangered species, including gray wolf and bald
eagle had to be considered as well as habitat
for game species including white-tailed deer and
ruffed grouse which are of particular public
interest.

Responses to these problems were ultimately
spelled out in the Forest Plan. The Forest Plan
designated management areas within the Forest
and assigned both long and short term goals and
objectives to each. The Forest Plan is
primarily a strategically focused document.
Site-level decisions on site-specific projects
were not set in the plan. Decisions on site
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specific projects designed to implement elements
of the plan are made after more detailed levels
of analysis the site scale.

The identification of decision levels helped
shape the analysis performed on the Ottawa and
the information and data sources used to
construct the tools and models used in the
analyses. The ECS provided information of
appropriate scale to these decision levels.

ROLE OF THE ECOLOGICAL CLASSIFICATION SYSTEM
IN FOREST PLANNING

A Forest planning model was developed on the
Ottawa to encompass several levels of analysis
and decison-making (Brenner, et al 1985). These
decision levels were used to define the scope,
detail, and precision of information appropriate
to address resource management problems on the
Forest. The three levels were forest-level,
management area-level, and project-level.

Forest-level analysis focused on the amounts
of resource goods and service to be produced
over time, the allocation of Forest lands to
large management areas, each area focused on a
desired future condition; and finally, the
schedule of management treatments and activities
which might occur in each management area over
10 years (Appendix Volume 1986). The linear
programming model, FORPLAN, was incorporated at
this level to help analyze the efficiency and
effectiveness of various management strategies.

Analysis of choice within management areas,
often termed "area analysis" or "area based
forest planning” (Connelly 1988) focused on
spatially arranging the set of activities and
treatments in the area to best move the area
from its existing condition toward its desired
future one. Management areas occur in 5,000 to
100,000 units which are frequently broken into
sub-units called opportunity areas.

Project-level analysis and decision-making
is the third leg of the Ottawa model and deals
with project layout and design. Choices on
specific practices, vegetation regeneration
options and methods, harvest methods, road
standards and the like are made. Sufficiently
detailed and thoughtful analysis must be made
here to ensure compliance with National
Environmental Policy Act of 1969 (NEPA).

ELTP ____Project Design

ELT ______ Area Analysis

LTA Forest Plan

Scope and Information Detail

Figure 1. Decision Levels and Matched ECS Levels



ECS provided information of detail, scope
and precision appropriate to each of these three
decision levels. Further, because the
classification system is corporate and
interlinked between levels we were assured that
decision choices made at each level were guided
by a common set of assumptions and relationships
represented in the system.

Table 2.--Factors of the Wildlife Problem
Influenced by ECS

Management  Key Problem Factors Influenced
Problems Elements by ECS

Wildlife - Deer and .Veg. composition

grouse popl .Habitat for T&E
- Aspen acreage species
- Thermal cover .Potent. veg. comp.
- Coordination .Temp. openings

between timber .Road density as
and wildlife relates to semi-

- Habitat for primitive areas
TE&S species

Analysis Areas

The Forest land area was stratified into
units of similar attributes called analysis
areas (USDA Forest Service 1986c). 1Initially a
long list of possible delineators was identified
which would allow for differentiation of costs,
output levels, and analysis of Forest planning
problems.

Broad spatial arrangement was provided by
ECS in Forest analysis through LTA's or
combinations of LTA's (Level 1 in our FORPLAN
model). These ecological units provided
information on suitability for vegetation
composition, wildlife habitat potential,
economic considerations, potential productivity,
inherent vegetation variability, physical and
biological limitations and other biophysical
spatial and temporal information.

The Ottawa National Forest contains 20
landtype association (LTA) units. Criteria for
delineating the LTA's included major glacial
landform, areas of bedrock control and outcrop,
and major post-glacial erosional landforms.

Three additional delineators completed the
identification of analysis areas.

Vegetative Types - Vegetative types were
grouped primarily to relate to the wildlife and
vegetation management Forest management
problems. Specifically, these vegetative types
were grouped because they produced a similar
species product mix, provided similar wildlife
habitat conditions, required similar management
practices, had a similar schedule of management
practices, and had similar timber product and
other benefit values. )

The use of vegetative type as an identifier
allowed the Forest to track the changes in
vegetative composition over time. This also
provided a mechanism to more accurately predict

future species/product mixes. The
stratification of vegetative type allowed the
Forest to more accurately represent schedules of
management practices and the most variation
associated with different vegetative types.

The six vegetation types are aspen and paper
birch; northern and lowland hardwoods; white
spruce, red and white pine; balsam fir and jack
pine; mixed swamp conifers and lowland black
spruce; and hemlock.

Age Classes - Age classes used varied
according to type and the existing age class
distribution on the Forest. It was an important
identifier because it controlled scheduling and
was the link to yield tables from which harvest
and inventory volumes were calculated.

Age classes were structured based on
existing acreage distribution within the type,
length of rotation, differences in yield, and
intensity of management. Age class was critical
since yield tables must represent standing
inventory volume and harvest volumes. Broad age
classes require more averaging and represent a
greater range of yields.

Stocking Classes - "Low" and "high" stocking
classes were used in the hardwood vegetation
type. This delineation provided more accurate
yield data from partial cuts in the first two
decades.

Prescriptions

A management prescription is a set of
treatments or practices needed to create a
desired Forest condition in a management area
and to produce specified outputs while

protecting all resource values to established

standards. )

Prescriptions were developed at two
distinctly different levels of detail which can
be differentiated as management area
prescriptions and per-acre FORPLAN
prescriptions.

Management area prescriptions describe the
long-term desired conditions for management
areas. Management areas are defined on the
Ottawa as large (5,000 to over 100,000 acres)
heterogeneous, contiguous units of land that are
managed under a single management area
prescription.

Management prescriptions are stated in two
parts. The first part is a narrative that
describes the purpose and desired future
condition of the land. This includes vegetative
type composition objectives for the management
area, planned recreation opportunity spectrum
(ROS) class the area will be managed for,
desired road density, and what silvicultural
systems are emphasized.

The second part contains the standards and
guidelines describing how management activities
will be carried out to achieve the desired
forest condition.
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The following is an example management
prescription narrative (USDA Forest Service
1986¢c).

Prescription 2.1 - Provides a condition that
emphasizes late succession community types
within a motorized recreation environment.
Maintains potential conditions for low to
moderate populations of game species such as
deer and ruffed grouse. Maintains moderate
to high amounts hardwood type along with
associated timber products and habitat
conditions.

Emphasizes uneven-aged management of the
hardwood type to provide for high visual
quality, production of high quality hardwood
sawtimber and veneer, and habitat conditions
for wildlife species such as the red-eyed
vireo which are representative of this
community type. Provides an appearance that
is predominantly forested with occasional
openings.

All management prescriptions followed the
framework of themes stated in the Regional Guide
- Direction for Land and Resource Management
Planning in the Eastern Region (1983).

Per-acre FORPLAN prescriptions, on the other
hand, are focused on individual analysis areas
and represent allocation and scheduling
strategies for that area as a potential piece of
a large management area-management prescription.

Key variations within management area
prescriptions were represented in FORPLAN
prescriptions and vary by management intensity
(USDA Forest Service 1986¢). These include, on
an analysis basis, such items as:

- Silvicultural regime. Practice and timing
of those practices, range of rotations,
thinning options (thin cycle or thin), and
maintenance or conversion of type.

- Planning, design, layout, and control.
Degree of timber/wildlife coordination,
degree of emphasis on market and market/non-
market benefits, amount of time/concern
given to spatially arranging the vegetative
composition to address specific concerns,
primarily wildlife habitat, and amount of
site-specific information/analysis needed at
project level.

- Road standard mix. What mix of road
standard is to be constructed and cost of
local road construction (cost varies by road
standard mix, LTA, and amount of additional
road needed to meet desired road density).

This range of choice allowed the Forest to
conduct an analysis of the problem and consider
a broad range of alternatives to resolve these
problems in an efficient manner.

Management area prescriptions were not
originally written specific to any location(s)
on the Forest. LTA's could be suitable for one
or more of these management area prescriptions.
The suitability of each management area
prescription to LTA's needed to be determined.
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The criteria used to determine suitability
included:

- Existing vegetative composition.

- Tree species potential - percentage of area.
- Potential productivity by working group.

- Percentage composition by site unit (ELTs).
- Existing ROS class.

- Existing road density.

- Unique wildlife habitat potential.

- Landownership pattern.

-"Road construction cost.

- Existing and potential wildlife habitat.

- Specific public issues.

- Existing sensitivity levels.

- Existing visual quality objectives.

The following table indicates some of the
management area prescriptions which were
suitable on each LTA.

Table 3.--Examples of Suitable Management Area
Prescriptions by LTA

Prescription

1TA Acres 1.1 2.1 3.1 3.2 4.1 6.1
1 28,788 X X X X

2 178,478 X X X X X X
3,4,7 134,910 X X X X X
5 50,691 X X
6 56,705 X X X X
9,10 79,420 X X X X
11 47,016 X X X X
12,13 66,012 X X X X X
14,17 92,243 X X X

14A 11,100 X X
16,19 70,567 X X X
18 12,156 X X X X

Standards and Guidelines

Standards and guidelines were developed to
guide the implementation of management practices
to meet the multiple use objectives for each of
the management areas as required in the National
Forest System Land and Resource Management
Planning Rules and Regulations (NFMA regs.) of
1982 (36 CFR 219.27).

The desired condition described in each
management area prescription directly influenced
the development of the Forest Plan standards and
guidelines. All management practices
implemented on-the-ground within a management
area will follow the management direction
provided by these standards and guidelines.

The costs of management practices within the
prescriptions reflect the support costs of
resource staff specialists needed to ensure that
standards and guidelines are met. The cost of
achieving given standards and guidelines do vary
by analysis area, based on site conditions such
as ecological landtype, vegetative type, and
management prescription to be achieved.

Resource yields estimated for use with
FORPLAN prescriptions also reflect the standards




and guidelines as they will be implemented on
different analysis areas within a management
area.

Examples of standards and guidelines based
on information drawn from ECS are presented
below (USDA Forest Service 1986a).

Give particular attention to landtype
association (LTA's) 1, 5, 6, 13, 16, 18, and 20
using an erosion prevention practice preferably
within the growing season in which the
disturbance occurs. Follow techniques presented
in Watershed Improvement Handbook (FSH 2509.15)
and Soil and Water Conservation Handbook (R-9
FSH 2509.22).

Utilize broadcast burns on upland sites in
LTA's 1, 14, l4a, 15, 17, 18, and 19 only
when available soil moisture is present in
the upper portion of the mineral soil. Make
determination of sufficient soil moisture on
a case-by-case basis as part of the burn
plan and implementation.

Give priority to the use of mechanical site
preparation equipment that tends to mix
soils (e.g., discing) as opposed to massive
scarification (e.g., root raking), in
seedbed preparation and plan competition
removal in LTA 1, 5, 6, 12, 13, 14, l4a, 15,
16, 17, 18, 19, and 20,

Match regenerated timber stand boundaries to
natural soil-site boundaries to the extent
practicable.

Resource Yields

Resource yields were developed to represent
the expected levels of outputs or effects of th
prescriptions in the Forest analysis. .

Timber yield estimates for existing and
regenerated stands were influenced by ECS,.
Timber productivity classes for existing stands
by LTA were based on mean existing site index.
Vegetative age classes were stratified into
several productivity classes. Productivity
class yields were weighted by the proportion per
LTA to build FORPLAN yield tables. Six
multi-species, multi-product yields could be
tracked in each table.

Timber productivity for regenerated stands
was based on potential productivity estimates
from the Forest's ECS data. These estimates
were expressed in terms of a mean site index, by
LTA, and by vegetative group.

The FREP-STEMS model was the primary tool
used to simulate timber yields for stands on the
Ottawa.

Cost and Additional Analyses

Wildlife yield estimates were developed
around groups of LTA's with similar
characteristics in current wildlife-user
history, habitat potential, ease of habitat
maintenance or expansion and climatic
conditions. ECS data was not a factor in
defining yield classes or estimating yields.

ECS was a key determinate for reliable
activity cost estimates which formed a key
element of our Forest analysis. A wide set of
cost variations were developed for vegetative
treatments and road management activities.

Road construction costs ranged from $8500 to
$25,000 per mile on different LTA's for timber
management options of the same intensity. This
proved very important to our modeling exercise
and had a strong impact on solutions.

A comparison of contributions to present net

value from a set of identical FORPLAN timber

management prescriptions rdanged by nearly 600
percent from one LTA to another with road
construction costs accounting for most of the
variation.

Costs on the Ottawa were found to vary from
Forestwide averages due to several basic factors
including physical or biological site factors,
vegetative-type management, management
intensity, and harvest method. Cost variations
due to physical or biological factors were
represented by LTA's. An example is artificial
reforestation which was found to vary in cost by
soil type, terrain, and plant competition all of
which were drawn from ECS (USDA Forest Service
1986¢) .

Sale harvest administration is another
management activity in which data from ECS had a
significant effect on cost estimates to be used
in our Forest Plan analysis. We found that the
intensity of on-site administration will vary
based on characteristics of the LTA which create
increased risk of watershed problems or have
more soil related limitations. Steep slopes,
watershed problems, soil limitations restricted
operating periods are more likely on some BLU's
and result in higher sale administration costs.

Table 4.--Sale Harvest Administration Cost by
LTA Group. (Change from Forestwide average cost
of $3.04/MBF)

Working Group Treatment LTA Cost Groups
Type High Med. Low

Selection +$1.50 +0.75 -1.00
Shelterwood + 3.50 +2.75 +1.00

Hardwoods

Thins 6.50/ 5.00/ 4.00/
MBF  MBF MBF

(Cost estimates are in 1982 dollar terms)

An analysis was completed to determine
existing road densities by arterial, collector,
and local standards. Estimates of desired road
densities to support management prescription
objectives was performed for each LTA. ECS data
representing landform, surface to bedrock, and
road construction cost was used along with
timber stand and other resource data to develop
local road construction estimates for each
management prescription for each LTA.
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An analysis of timber harvest feasibility
was completed. Conversions between hardwood and
softwood species are subject to bio-physical
limitations imposed by environmental conditions
at the site. ECS data was used to identify
these limitations so they could be represented
in our Forest analysis.

Conversion potentials by ELT for species
groups were studied and then combined into LTA
totals. FORPLAN constraints were built from
this information limiting the vegetative
type-to-type conversion for each BLU in the
model. This had a dramatic effect on the
ability of our model to accurately portray
vegetative composition change over the
planning/analysis time horizon.

ECS provided a valuable source of data and
information which was used in the development of
many components of our Forest planning model.

As discussed in the following section, ECS also
played a role in the conduct of the analysis
itself.

THE ECOLOGICAL CLASSIFICATION SYSTEM IN FOREST
PLAN ANALYSIS

The National Forest Management Act (NFMA)
regulations (36 CFR 219) requires that a broad
range of reasonable alternatives be developed
during Forest level analysis. Our Forest
analysis was structured to determine the range

.of resource products, services, and conditions
possible within the limits allowed by acreage
and resource potentials. As the preceding
section established, ECS played a significant
role in mapping out Ottawa production
frontiers.

Constraint sets were built for use in the
FORPLAN model to represent many of these
production or activity limits. Species/type
conversion feasibility constraints were added to
the FORPLAN model after it became evident that
conversions were exceeding the realistic
physical and biological limits identified
through ECS data. The following table shows
forestwide limits, LTA limits were imposed as
well (USDA Forest Service 1986c).

Table 5.--Type Conversion Constraints

Type Conversion Constraint

Hardwood to aspen 23,000 acres¥*

Hardwood to balsam fir-jack pine 14,000 acres#*¥
Aspen to balsam fir-jack pine 30,000 acres¥*

Aspen to hardwood 30,000 acresg¥*

* Based on the Forest's ability to regenerate
naturally from root suckers over the first
three decades.

*%* Advanced regeneration or inadequate seed
source is present.

*** Present aspen occurring on strong sites.
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During the analysis a decision was made to
coordinate LTA and management area boundaries in
the final spatial layout of Forest
alternatives. Different transportation road
densities limits for each possible combination
of LTA and management prescriptions were
developed. These relatively simple constraints
considered existing road density within each
LTA, road density limits for the recreation
opportunity class of the prescription and
economically efficient system density for each

vegetative type.

Work previously had been done to identify

"LTA groups with similar characteristics of
‘hunter use, wildlife habitat potential, ease of

habitat control, and climatic conditions. This
information was used when pertinent to a
planning alternative to constrain solutions
favorable to certain species habitat conditions

Many constraints were linked into the model
through the spatial ties LTA's provided. Among
these were even-aged, selection and thinning,
harvest acreage constraints, and long-term
vegetative composition constraints.

The final spatial layout of alternatives was
done by the Forest planning team after an
interpretation of FORPLAN model results. Of
particular importance was the designation of a
management prescription. Our FORPLAN model had
limited ability to allocate large areas to
long-term coordinated conditions specified in
management prescriptions without heavy
constraining.

While crucial elements were often
constrained, other modeled elements were not. A
comparison of existing vegetation with FORPLAN
model composition results and with management
prescription components including vegetative
composition, silvicultural emphases, and road
system characteristics was made for each LTA.
This helped the team to make assignments to
LTA's which best represented FORPLAN solutions.
In some cases, an LTA might be split between
management prescriptions based upon FORPLAN
results and/or due to variations across the LTA
in biological, physical, visual, or social
factors which were not modeled. Indeed some
management prescriptions were never given the
option of allocation to some LTA's. For
example, several management prescriptions
contained a key element of producing high
quality hardwoods. ECS data showed this to be
not possible on some LTA's although low quality
hardwood species and products might be
produced. As a result, per-acre FORPLAN
prescriptions for high quality hardwoods in
these LTA's were not built into the model.

ECOLOGICAL CLASSIFICATION SYSTEM USE IN
IMPLEMENTATION

Integrated Resource Management

National forest management plans rely heavily
on two keystones. One is defining broad,
long-term goals for units of the Forest. These
goals encompass an entire spectrum of forest
resource goods, services, and conditions.
Different areas have different mixes of resource




goals. The second keystone is to understand
that jointly foresters, bioclogists, engineers,
and others may achieve their goals more
efficiently and with better results if they work
together.

A series of steps were developed which help
mesh the principles of integrated resource
management (IRM) with forest plan implementation
(USDA Forest Service 1985). Principles
Underlying IRM which are important to forest
plan implementation include the following four.

1. Learn to work with the common, broad, and
long-term interrelated resource objectives for
an area.

2. Foster a situation where individuals of
different backgrounds, interests, and values can
come together.

3. Promote opportunities for public
participation at meaningful points in the
process.

4. Finally, produce a forest richer and more
responsive to our needs across the entire range
of resource issues and concerns.

The Forest Service publication, "Working
Together for Multiple Use" (USDA Forest Service
1985), defines six general steps for
implementing a forest plan. The steps are as
follows:

1. Opportunities. Identify areas of land
which offer the best opportunities to implement
the forest plan.

2. Analysis. Spatially arrange the desired
future condition and identify projects to ensure
an integrated approach to forest management.

3. Schedule. Schedule and budget projects
that best meet forest plan management direction.

4., Design. Design projects to include
integration needs for all resources and values.

5. Execute. Complete projects as designed.

6. Protect and Manage. Be a Good Host and
provide for public health and safety. Protect
and manage resources and property values,

The benefits of IRM are many. Frequently
jointly produced goods and services, such as
‘timber production and habitat enhancement, can
be had more efficiently, Participation or the
opportunity to be a member of a team developing
and considering choices can help build ownership
and our understanding of resource potentials by
improved sharing of values, inventories, and
information. An interdisciplinary team who
really shares can come up with many "best"
management options.

Opportunity Area Analysis/Ecological Land Type

For each management area, the Forest Plan
established a desired future condition which
includes vegetation composition, spatial
requirements, key wildlife habitat emphasis
(game and non-game), timber product emphasis,

road densities, recreation opportunity spectrum
(ROS) classification, and more. The ranger
district ID team supplemented with other
resource specialists, analyze and prioritize
potential projects which begin to move the area
toward the desired future condition. Local
issues, concerns, opportunities, and demand are
now considered along with the forestwide
situation.

The ELT maps (7.5 min. quad base) and
information help to identify, display, and
describe what alternative arrangements within
the context of the desired future condition are
possible and not limited in scope by what
currently exists.

Along with potential projects, long-term road
corridors, areas of even-aged hardwoods,
uneven-aged hardwoods, balsam fir/jack pine,
spruce/red and white pine, hemlock, lowland
conifer, minimum level management areas,
deferred areas, special wildlife habitat (old
growth), wild and scenic river study corridors,
and more are mapped.

The ELT provides capability information for:

1. Determining location of long-term local
road corridors. Local roads have been
determined by standard of road for each ELT.
Operating periods by ELT help determine the
standard of local road possible for opportunity
areas (OA).

2. Determining the best areas for hardwood
sawtimber, softwood sawtimber, aspen, softwood
pulpwood, hardwood pulp, and hemlock.

3. Areas of even-aged and uneven-aged
management of northern hardwoods relative to
vegetation management objectives for the OA.

-Even-aged sugar maple reproduction when
aspen is not a feasible alternative over the
long term for adjacent thermal cover browse.

-On certain ELT's, opportunities are better
for emphasizing mid-tolerant northern hardwood
species, '

4. Comparing possible wildlife habitat
component opportunities and their spatial
arrangement for most efficlent and effective
options for all resources considered.

-ELT helps identify where thermal cover,
summer range, permanent openings, mast
(overstory, shrub, and ground layer), and
old-growth areas.

-spatial arrangement considerations may be
more important than simple vegetation
composition. For example, it is important to
have areas where summer range is directly
adjacent to winter thermal cover.

5. Successional trends, soil conditions
relative to natural regeneration, and others
identify opportunities for restoration of
old-growth ecosystems.

Along with ECS information, the vegetation
management information system (VMIS) of 1987,
aerial photographs, topographic maps,
compartment maps, wildlife surveys, botanical
surveys, and others, are the major tools for
determining spatial and temporal arrangements.
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Project Design/Ecological Landtype Phase

The allocation of scheduled activities and
outputs are for management areas through forest
level planning. Specific projects are :
identified through opportunity area (OA)
analysis. Projects are designed through a
continuation of the integrated resource
management process. More site-specific
alternative practices are considered using the
ecological landtype phase (ELTP) units and
existing information to design projects in the
short term. ELTP's provide capability
information on specific species productivity,
road and landing location, equipment operating
periods, plant competition, site preparation
alternatives, specific wildlife habitats and
species relations, and more.

The ELTP maps (4"-1 compartment map base) and
information helps to provide the site-specific
detail necessary to design and implement
projects. Relative to biodiversity, ELTP
information includes specific wildlife habitat
opportunities, thermal cover by species, wetland
components, horizontal and vertical diversity
opportunities, ground cover habitat, shrub
habitat, successional patterns, berry and mast
production opportunities, and others.

Specific potential wildlife habitat
information includes wildlife species specific
habitat opportunities, identified opportunities
to improve wildlife habitat for berry and mast
production, thermal cover component by species,
aspen component, specific wetland components,
diversity (both horizontal and vertical)
opportunities, ground cover habitat, shrub
habitat, opening habitat, and others.

These are described for major site units and
minor site units so we are getting very
site-specific here.

Timber product management information
includes potential productivity by species,
roads and landing location, operating periods,
windthrow hazard, plant competition, site
preparation, and others.

Additional information is provided for
engineering, recreation, watershed management,
and others. ELTP mapping is done on the same
compartment map base (4" - 1 mi.) as our timber

typing.
FUTURE/CONCLUSION

The American people, through their elected
representatives, have directed that National
Forests are to be managed as ecosystems to
provide a sustained yield of a wide array of
values, uses, goods, and services. National
Forest policy directs that ecological
classification and inventory shall be used to
help accomplish this (Russell and Jordan 1991).

The Eastern Region (R-9) of the National
Forest System uses a multi-level, hierarchical
ecological classification system (ECS). The
hierarchical framework facilitates mapping of
ecological units at different levels of site
specificity in order to satisfy different
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management needs. Activities in ecological
classification are on the increase on National
Forests all across the Eastern Region.

The focus of this paper has dealt with what
ECS is, how it was incorporated into the Ottawa
National Forest planning process, and how it is
used in implementation of the Forest Plan.

The following discussion presents several
illustrations and recommendations for
improvements in the role of ECS in forest
planning and implementation in the future.

‘Better Land Capability Information

At the time of developing the first Forest
Plan, the source of ECS data and information was
a stratified random sample, about 2 percent
(20,000 acres) representation of the Forest
ecosystems. Before the Forest Plan revision,
all three operational levels of ECS (LTA, E1T,
ELTP) will be completed for the entire Forest.

Ecosystem Basis for Management

Forthcoming is an "Eastern Region:
Positioning for the Future" statement which
directs the National Forest to manage ecosystems
rather than individual resources.

Future Forest planning efforts will use
ecosystem units as the basis for spatial
analysis, landscape design, land capability
information, and land management decisions.

The Ottawa National Forest is working in
partnership with Michigan's Natural Features
Inventory group to develop and implement a
systematic sampling procedure of our ecological
units to determine the probability of occurrence
of threatened and endangered plan species and,
when found, their site requirements and -
management needs,

Many Forest Plan standards and guidelines
directly address the issue of biological
diversity. Direction to emphasize natural
regeneration on the Forest will improve intra
and inter stand diversity both horizontally and
vertically. The ECS is required to identify
land capability, mitigating requirements, and
specific management situations for all
management prescriptions and practices. Stand
boundaries are being aligned with ECS mapping
unit boundaries. ECS provides site-specific
information on succession of the various habitat
types found throughout the Forest.

Regional Correlation of the Ecological
Classification System

Future Forest planning efforts must address
regional and some global issues, concerns, and
opportunities. This will require more
coordination between National Forests in their
Forest planning. Recently the Ottawa National
Forest initiated the correlation and development
of ECS with our adjoining sister forest, the
Nicolet National Forest. These Forests share
the same ecological units over an extensive
portion of both Forests. Land capability
response will be the same.




The Ottawa National Forest is one of the
champions for a regional ECS classification;
i.e., Minnesota, Wisconsin, Michigan. In
partnership with the Nature Conservancy, the
Upper Great Lakes Biological Diversity
Committee, universities, the North Central
Forest Experiment Station, and others, we are
developing a regional map of ecosystems. One
application already agreed to by the Lake States
National Forests is the use of this regional ECS
to identify, allocate, and establish
representative and distinct Research Natural
Areas.

Geographic Information System

Geographic information systems (GIS) will
play a major role in spatial analysis, landscape
design, and other applications of ECS in future
Forest planning.

The Ottawa has a portion of operational
level (LTA, ELT, ELTP) ecological units entered
into a geographic information system and is
applying landscape ecology principles in
learning some spatial analysis and landscape
design techniques.

Two such research projects underway in
partnership with the University of Minnesota
(Duluth) and North Central Forest Experiment
Station involve: (1) using GIS/ECS and current
research on black bear to identify seasonal
habitat needs through refinement of the black
bear habitat suitability index and their
relationship to ecological units on a computer
model; and (2) quantifying patterns of floristic
diversity and spatial complexity in context of
the operational levels (LTA, ELT, ELTP)
ecological units on two Michigan National
Forests. Spatial complexity differs among these
ecological units.

Cumulative Effects

Our ability to measure resource output under
differing circumstances is good in most cases.
Indeed, most of our attention in the plan
analysis was focused there. Our ability to
measure environmental, social, and economic
pacts of those outputs and conditions could be
improved to be more meaningful to the
decisionmakers. A portion of this concern would
be addressed by most closely linking issues with
impact analysis and with improved verbal and
writing skills to express it.

ECS will help us do a better job of
assessing cumulative effects on an ecosystem
basis.

Conclusions

The National Forest Management Act and its
implementing regulations specify that an
interdisciplinary approach be used in forest
planning. For the Ottawa National Forest
planning exercise, ECS was key to ensuring the
many resource experts involved had a common
basis for interdisciplinary communication and
understanding.

The ECS on the Ottawa proved to be a vital
tool and information source. ECS helped us to
develop a better understanding of the ecological
relationships at work within our Forest. This
understanding gave rise to a greater range of
ideas, options, and analyses which proved
themselves in better decisions.

The Ottawa continues to use ECS on a daily
basis in Forest Plan implementation, the design
of resource projects, and in the preparation of.
National Environmental Policy Act (1969)
analyses. We continue to work toward the
completion of ECS surveys and maps as well as
management interpretations.
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DIMENSIONS OF SCALE IN LANDSCAPE ANALYSIS

Fran Evanisk02

Abstract. -- Scale is a key concept in geographic
analysis. However, analysts often fail to ade-
quately consider the impact of scale when analyz-
ing geographic distributions and interactions.
Recently, geographic information systems (GIS) have
made complex geographic analysis over broad areas
feasible. Digital processing of spatial data has
made scale and resolution more important and dif-
ficult to deal with. This paper discusses the di-
mensions of both scale and resolution as they apply
to landscape analysis and attempts to show how they

are related.

INTRODUCTION

It is a fact that geographic investigations can
give significantly different representations of
spatial patterns depending on the scale of analy-
sis. Increasingly, forest managers are expected to
assess the implications of management alternatives
and activities beyond the site, to consider broader
landscape impacts. This necessitates sampling and
using remote means of gathering information that
result in maps. This is problematic, particularly
when variables such as the sizes, shapes, and spa-
tial arrangement of natural land units are impor-
tant to consider.

Ma